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Abstract. In this article practical, experimental and theoretical results of the conducted research
are presented, these results refer to the main question in complexity theory like the “P versus NP” theorem,
first proposed by Stephen Cook in his seminal paper, we give concise question of the equivalence of these
classes from the state of conversion algorithm of non-deterministic finite automata (NFA) to deterministic
finite automata (DFA), we do it by considering the canonical regular expression form presented by
Schneider Klaus and do the derivative processing from the Berry-Sethi algorithm, the result gives P-
complete algorithm along the canonical form of regular expressions when applying subset construction
for specific regular expressions or NFA, DFA in this case remains applicable even for Turing tape
machines, however, due to the past statement of the “P versus NP” theorem given by author in previous
work this leads to the conclusion of the equivalence of complexity classes like P and NP as in canonical
form the subset construction produces exponential growth of the number of states of DFA.
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Kipicne

As we stated before the conducted research proves the equivalence of polynomial (P) and
non-polynomial (NP) classes of complexity known as “P versus NP” theorem [1] on the sample
of subset construction algorithm [2] by the derivative algorithm [3] on the canonical regular
expression and NFA [4].

Previously we stated that the main theorem by Cook can be solved if for the given non-
polynomial class of complexity in subset construction, which belongs to the exponential classes
like EXPTIME and EXPSPACE, there exists the method to achieve it in polynomial time.

According to conducted research many scientists regard this notion as final and almost
impossible to prove, however, we follow the same strategy presented before [5].

We do our statement on the regular expression experimental results [6]. These results lead
to the observation that for canonical form of regular expression, leading subset construction
algorithm to the exponential blow up of number of states in final DFA, there exist a practical and
natural way of obtaining the rule which describes the problematic canonical form of regular
expression in more practical way like polynomial or P-classes of computational complexity.

The P versus NP” is a classical example of unsolved theorems from the past works: it
states that there exist no polynomial algorithm to solve the NP-complete problem, which were
classified in past work [5].

Derivatives were first presented in [7, 8] in order to describe the algebraic properties of
regular languages — this was, however, overcome by Berry and Sethi who presented an
algorithmic approach in construction DFA directly from regular expression.

The Knapsack problem which is known to be co-NP complete is also presented in this
article as it can be solved using Dynamic Programming (DP) [9].

Subset Construction on Single Fire Automata (SFA). As we have defined before in [6] that
there exist the rules for SFA to apply DeMorgan law, in inverse, we can apply this rule to the
not-starred logical “OR” operator, the changes aren’t made for the operator which is closed under
Kleene closure.

In general, we do this for our experimental results on the one-step automata classes like
SFA, the concept and design of which was first presented by the author of this work.
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The subset construction on SFA gives the experimentation environment for building the
DFA for canonical expression by Schneider [4], which is defined as:

(a+b)*b(a + b)(a+b). 1)

In the next section we will present the order of simplifying the regular expression (1) using
the derivative algorithm by Berry-Sethi [3].

Generally, derivatives were also studied by Janusz Brzozowski [7] and Valentin Antimirov
[8], however, definitive algorithm is due to Gerard Berry and Ravi Sethi.

As derivatives were first proposed by above authors, they still remain the point of interest
of the modern research according to the Berry-Sethi algorithm.

We use this approach for our canonical form to prove the existence of polynomial
algorithms to solve NP-complete problem.

Schneider proves that canonical regular expression (1) for subset construction is NP-
complete, however, our research shows that it can be solved by extending the automata with
feasible rule set which can be applied to the parameters like input and the canonical form.

The number of post OR-operators after marked symbol in (1) is defined as a parameter t in
this work.

Schneider proves [4] that the algorithm to convert NFA to DFA has exponential complexity
of O (2t+1).

Thus, the canonical form (1) lies in EXPSPACE and EXPTIME class which is more that
class NP. By proving the P-completeness of the overall question we can make a decision that P-
complete rule for NP-complete problem by Schneider solves the question as NP-class lies inside
EXPTIME-class of the computational complexity.

Application of Derivatives to the Canonical Form

The regular expression (1) can be approximated by the doubled or invariant derivatives,
the main idea is based on the past research [3].
Thus, we get the following rules to be applied to the canonical exponential form:

[Canonical Form] da db. (2

We apply the rule (2) until we reach the mark in (1) defined by single arbitrary symbol on
the binary alphabet.

Thus, we get the result which leads to the equation of the mark to be matched in any case,
meanwhile the pre- and post-expressions of canonical form (1) represent the fully defined set
over the closed alphabet under binary notation.

Thus, the resulting rule will be defined as:

| [n—1t]="b", 3

where | is an input string, n is a current position on given input and t is the number of post-
repetitions of the fully defined OR-operator on the canonical form (1).

Thus, we have defined the final rule which is applicable even for Turing tape machines and
other type of automata due to the presence of the mark symbol in the canonical regular expression

(1).
Experimental Results on Extended Regular Expressions

As it follows from the result in previous section, we have also conducted the research on
the SFA with OR-rewriting rule as it was presented in [6] with respect to the Kleene closure
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under which the OR-remains not re-written.

DeMorgan’s law is extended in this article for OR-operators as well as this leads to the
composition of SFA in general, giving the possibility to the states to be fired once at a time as in
this case we can avoid the state explosion effect or, simply, “blow up” which leads to the steady
exponential increase of the number of states for the canonical form — in the original paper [4] t =
2, however, the author makes proof towards any value of the free parameter t.

Bellman’s Dynamic Programming [9] doesn’t approximate to the P-class too as it was
shown in another publication of the author of this article. This fact is due to the recurrence relation
in the common case of Bellman’s equation as the number of steps required to solve NP-complete
problem grows faster than the recurrent function and, thus, the problem cannot be solved in the
minimal polynomial time. We have seen this effect before when classical Knapsack problem
cannot be solved for the arbitrary values of weights in the given input data.

The experimentation has also showed that SFA are more compact for subset construction
rather than Berry-Sethi algorithm which produces the same exponential number of states for
canonical regular expression.

We obtain the following resulting diagram of DFA obtained from SFA on the Figure 1.

Figure 1 — DFA from SFA of the canonical regular expression

After minimization the obtained DFA is defined as:

ab

2345678

Figure 2 — Sample DFA after minimization of number of states
Obviously, the DFA on Figure 2 can be re-written in the regular expression form as:
a*b(a + b)*. 4)
The experimentation was made on the “Regex+” software package that demonstrates high
feasibility not only for extended regular expressions as well as for a canonical form — the result

from above figures (1) and (2) is the result obtained by the program.
On the Figure 2 the last state is final accepting the language (4).
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Conclusion

We have demonstrated the steps required to simplify the canonical regular expression
which was proved to be NP-complete along the subset construction.

Our research gives the result of the existence of the Fixed Input Automata (FIA), which
can describe Schneider’s canonical form.

The complexity of the presented sample FIA is O(n), where n is the number of input string
to be matched against canonical regular expression — which, in case, is polynomial and belongs
the P-class of complexity.

Thus, P equals NP according to the derivative application for simplification of the
canonical form.

We make the final step in the discussion of the “P versus NP theorem as the modified
subset construction leads to the experimental evaluation of the canonical rule for the regular
expression which was presented in this article.

By the term “proof” we mean the statement which cannot be argued due to the recent results
on the question of relation between complexity classes, as NP is less than EXPTIME and the
solving algorithm solves the problem in the EXPTIME, we conclude that P and NP classes are
equal due to the fact that NP-class is bigger than P in order of magnitude as it was previously
classified.

Thus, the classes of computational complexity like P and NP are equal due to the existence
of the derivative solution for NP-complete problem of getting finite automaton for the canonical
regular expression.

As we have defined the final point of the “P versus NP” theorem by giving not arguable
argument towards the case when they’re equal, we can conclude that algorithmic part of this
question was studied less and rarely to give the algorithm which can solve the NP-complete
problem in polynomial time.

We have reached the final result of the theorem and now it’s time to solve other NP-
complete problems by the experience of the research presented in this article.
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AKBIPJIBI ABTOMATTAP/bIH TYBIH/AbIJIAPBI APKbIJIbI KYPJIEJIIJIIK
KJIACTAPBIHBIH OKBUBAJIEHTTLJIIT'T

Meip3axmeT ChI3IBIKOB
on-®apabu ateinaarsl Kazak ynTTeIK yHUBEpCUTETi, AnMaTsl, Kazakctan
mspmail598@gmail.com
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Angatna. byn makanaga Kypri3iireH 3epTTeyAiH NpPaKTUKaIbIK, SKCIIEPUMEHTTIK JKOHE TEOPHSIIBIK
HOTIDKEJIepl KeNnTipuireH. bya TYKBIppIMIap KYpPAETUTIK TEOPHSICHIHAAFBI HETI3T1 Cypakka cinreme
skacaiinbl. Mpicanbl, CtuBeH Kyk e3iHIH Heri3ri MakajgachblHAa ajFail perT yceiraH "P oxone NP
TeopeMachl, 013 OCHI CHIHBIITAPABIH SKBUBAIICHTTLIIT Typabl KbICKAIIA CYpaK KOSMBI3. TYPJICHAIPY KYHi
aHBIKTAIMaFaH aKkbIpibl aBTomMarrap anroputmi (NFA) yiuiH AeTepMUHHUPICHICH aKbIpJIbl aBTOMATTap
(DFA), 6i3 myns! [lnaiinep Kiayc ycblHFaH TYpakTbl ©pHEKTIH KaHOHABIK (OpMachlH KapacTheIpa
OTBIPBIN KacaiiMbI3 koHe beppu-CeTH anropuTMiHEH allbIHFaH OHJICYAlI OPBIHIAMMBI3, HOTIKE P-
complete anTOpUTMIH TYpaKTBl OpPHEKTEP/iH KaHOHIBIK (opmackl OoiibiHIIA Oenriii Oip TypaKThI
epHekTepre Hemece NFA-Fa imki )KUBIHHBIH KYPBUIBICHIH KOJJTaHFaH Ke3ne oepeni, Oy skarmaiima DFA
tinTi ThIOPHHT Tacma MallMHaJIapbiHA 2 KaTBHICTHI OOJBIN KaNajbl, analijia aBTOp aJIBIHFBI )KYMBICTa
kentipred "P vs NP" TeopemMachiHBIH OYPBIHFBI TYKBIPHIMBIHA OAWIAHBICTHI OYJ1 SKBUBAJICHTTLIIK TypPabl
KOPBITHIHABIFA oKkenei. P xone NP cHAKTBI KypAeTiTiK KiIacTaphl YIIiH KaHOHBIK Type [mki >KubIHIb!
Kypy DFA kylinepiHiH CaHbIHBIH 3KCTIOHEHIIHAJIIBI ©CYIHE OKEIeIi.

KinTrik ce3nep: Imki )KUbIHIB KYpPY, TYPaKThl opHEK, NP-MeH canbicThipranaa P, TybHIBIIAD.

IKBUBAJIEHTHOCTbD KJIACCOB CJIOKHOCTH YEPE3 ITPOU3BO/IHBIE
KOHEYHBIX ABTOMATOB

Meip3axmeTt CbI3IbIKOB
Kazaxckwuii HallMOHANBHBIA YHUBEpCUTET UMeHH anb-Dapadu, Anmarsl, Kazaxcran
mspmail598@gmail.com
ORCID ID: https://orcid.org/0000-0002-8086-775X

AnHoTanus. B 3Toll craThe mpeacTaBieHbl NMPaKTHYECKHE, SKCIEPUMEHTAJIBHBIE M TEOPETHYECKHe
pe3yJIbTaThl MPOBEAECHHOTO UCCIEA0BAHUS, 3T PE3YIBTATHI OTHOCATCS K OCHOBHOMY BOIIPOCY B TEOPUHU
CIIOXHOCTH, TakOMy Kak Teopema ‘P mpotuB NP”, Bnepsbie nmpemioxenHas CtuBeHoM Kykom B ero
OCHOBOIIOJIAraroIIeH cTaThe, MBI KPaTKO 32/1a€M BOITPOC 00 SKBUBATIEHTHOCTH 3THX KJIACCOB U3 COCTOSTHUSI
npeoOpa3oBaHMs  AITOPUTM  HEACTEPMUHHUPOBAHHBIX  KOHEYHbIX  aBToMatoB  (NFA)  mna
JeTePMUHUPOBAHHBIX KOHEUHbIX aBTOMaToB (DFA), paccmarpuBas kaHOHHUYECKYIO (OPMY PETYIISIPHOTO
BbIpaXeHHs, npencraBieHHyo xaiinepom Kiaycom, w BhITONHSEM MPOM3BOAHYIO 00pabOTKy wH3
anroputMa beppu-CeTxu, pe3yibTar JaeT auroputMm P-complete Baoidb KaHOHUYECKOHW (OPMBI
PETYJISAPHBIX BBIPAXEHUH NPU MPUMEHEHUH MOCTPOEHUS ITOJAMHOKECTBA ISl KOHKPETHBIX PETYISIPHBIX
Boipaxxeanid uian NFA, DFA B 3ToM ciry4ae ocTtaercss MPUMEHHMBIM JIa)Ke ISl JIGHTOYHBIX MAaIlluH
TrropuHTa, OAHAKO, M3-32 MPONLION GopMYyITHUPOBKH TeopeMsl ‘P mpotuB NP”, mpuBeneHHoil aBTOpOM B
npeapIyeii padbore, 3TO MPUBOAUT K BEIBOAY 00 SKBUBAJICHTHOCTH KJIACCOB CII0KHOCTH, TaKUX Kak P u
NP, mockonbky B KaHOHMYECKOH (popMe MOCTPOSHHE MOIMHOKECTBA IPUBOJUT K IKCIIOHEHIUATILHOMY
pocty uncia coctossamii DFA.

KiroueBbie cioBa: MOCTPOEHHE MOAMHOMKECTBA, PEryJIIpHOE BblpaxeHue, P B cpaBHeHun c¢ NP,
IIPOU3BOJHBIE.
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