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Abstract We present the continuation of studying Extended Regular Expression (ERE) on the
view of modified subset construction within the overridden operators like intersection, subtraction,
and re-written complement. As before we have stated that in this case the complexity has a decreasing
nature and tendency. We will give the strict definition of the operational part of this modified subset
construction which is due to Rabin and Scott. The complexity of algorithm remains a magnitude less
than NP-hard problems for which we have given the strict proof of equivalence in the prior work, so
this work continues the studying of the comparable proof for a variety of problems to be
computationally complex, however, explainable in terms of unified approach like operational
calculus. In this calculus the general points of research are given to the representation of modified
subset construction with at least two operands which are to be computed by subset construction and
in terms of complexity of the effective algorithm they are computed using modified subset
construction.

Keywords: subset construction, extended regular expressions, modification, operations,
calculus.

Introduction

The subset or Rabin-Scott construction which was full described in [1] represents conservative
system of choosing between determinism and non-determinism in both aspects, however, lacks the
efficiency of complexity in case of deterministic machine operating on the finite set of states, thus, it’s
obvious that it will lead the number of states as well as number of operations to grow exponentially in
time of O(2").

The latter case isn’t limited to the usage of the classical Thompson algorithm [2], which is less
complex and requires asymptotic explosion of complexity in O(mn), where m is the number of symbols
in sought or input string and n is the number of elements in matched regular expression. To the present
time Thompson’s constructions weren’t used for extended regular expression matching,.

Samuel C. Hsieh showed a more effective algorithm for intersection operator [3], however, it’s still
NP-hard as its complexity can be denoted by O(n'), where n is the average size of length of operands in
ERE and t is the number of &-operators.

We have shown that ERE for intersection problem can be computed on both deterministic and non-
deterministic finite automata, NFA and DFA respectively [4]. We have also introduced the sliced model
of computation for our algorithm which tends to be in magnitude faster by applying operational calculus

[5].

Our algorithm for NFA or DFA supersedes previous results [6, 7] which operate on the cross-
product construction of the DFA by applying the operational calculus in the form of the operational logic
for the set of operands to be performed in-time and in-memory. The non-emptiness intersection problem
was shown to be NP-hard for sparse set of automata [7], however, we give another argument towards our
conjecture of equivalence of complexity classes.

Aho-Corasick trees [8] and Lempel-Ziv-Welch [9] streams for regular expression matching are also
discussed in this article as well as the “P versus NP” conjecture [10] for common case of the problem of
deciding whether the intersection of the given languages is empty or not.

Modified Subset Construction

This construction differs from the usual approach by Rabin-Scott in implementation of additional
operators for the closure function which is defined as follows:
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e — closure(S) = {t: fi(s,e) = t,Vs € S,Vi = 1..n,n € N}. (D)

Where in (1), f(x, y) is the reaching state function in the NFA and S is the set of states. We extend
this construction with the additional operator in our defined calculus as it’s given in prior work [4]:

€ —modified — closure(S) = {t:t € € — closure(S) Ut: g(t) = 0}. (2)

Where in (2) the g(t) is the base function which is computed during the approximation of the
algorithm to the given point. By this point we define the artificial states which are implied for the subset
construction with modifications the complexity of which is 2°™, The summary for this function can be
found in [4].

Thus, for intersection operator g(t) is defined as follows:

g(t) = deg*(t) — |visited(t)]. (3)

Whereas in (3) deg*(t) denotes the number of incoming edges for the given state t which is
artificial by the definition as it wasn’t implemented or introduced in prior works [1, 2, 3], visited(t) is
the function denoting the number of visited edges during the closure computation process —we conclude
that at each step this function is evaluated to its default value of zero.

The function g(t) for subtraction operator is defined as the logical gate consisting of binary input:

g(t) = {O, visiteiigt) ={L} 4

Where in (4) L is the left operand to be visited and right operand is omitted if it wasn’t visited
before, otherwise, the logical expression defined by function g(t) in (4) is evaluated to false and no
further calculation is permitted.

For the complement the function g(t) is defined within the modified construction and re-writing
of this operator within the same expression (4).

On P versus NP

Since it was shown that non-emptiness intersection problem can be decided in non-polynomial
time for specific cases, our algorithm decides it in time O(PQI) for any case [5].

Thus, we conclude that there’s another argument towards the proof of P = NP. As the function
g(t) in (2) is invariant and is to be computed for the implied states to model the existence of primarily
intersection operator, it’s still well-known that it was extended for the case of subtraction operator and
re-writing of this operator for complement.

According to functional hypothesis there could be a set of positive transformations leading the
algorithmic logic to be reduced to polynomial memory and time complexity, however, this question
remains open as per our prior works we based our proof on the observation of the proved NP-hard
problem to be solved using the full view of the input parameters in problem in polynomial time. PQI-
operator [5] was introduced before to represent the exact computational complexity of the process in
subset construction with function modifiers. These modifiers represent artificially implemented
structures in the graph of automaton to be translated into the semaphore or any other logic gate so that
the latter statement holds true and non-feasible subsets of automaton states aren’t acceptable when
traversing it through closure functions when passing it through the filter function g(t) defined in (3) for
emptiness problem and in (4) for the common logical case.

The “P versus NP” theorem which wasn’t still explicitly reviewed remains as a closed question
as the author of the scientific work proposing the computational models for better evaluation of
algorithm complexity had a better understood theoretical experience which leads to the question of the
relation between polynomial (P) and non-polynomial (NP) classes to be open. However, still we have
the facts which show that using subset construction in its modified full form can lead to the appearance
of the more effective algorithms for non-emptiness intersection problem as well as to other problems
where the redundant logical accepting states can be implemented as it’s shown in the subset construction
for extended operators in ERE like intersection, subtraction and complement.

Aho-Corasick Trees and Intersection Operator
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As we have defined the intersection operator within the common Thompson’s construction at
first and then Rabin-Scott subset construction, it’s possible to get the point for Aho-Corasick trees
which denote the finite set of words and can be seen as a DFA.

For further purpose we can use the intersection state in NFA and get the construction for each
accepting state in Aho-Corasick automata by implementing the state transition from accepting states to
the finishing state of the pre-defined regular expression pattern, thus, giving the possibility to decide
what words belong to the regular set.

The observation above leads to the minimization of accepting states by applying subset
construction backwards from accepting states in Aho-Corasick tree [8]. This leads to the application of
matching algorithmic constructions of using the mixed stream for both Aho-Corasick tree or
compressed entity like Lempel-Ziv-Welch (LZW) stream.

The main conjecture is that Aho-Corasick trees optimized backwards by using Rabin-Scott
backwards construction lead to the imminent minimization of this tree. This can be proved by the fact
that each of the accepting and ending states in this tree conforms the decreasing function opt(x) which
is defined as follows:

opt(x) = {x € subset — construction(A),3 f(x,a), f(y,a):a € A}. (5)

The definition (5) gives us the observation that trees are given from the starting single point and
cannot be optimized further as they represent the optimized tree during online construction of this tree
within the additional string to be added or which is already included in the tree. Thus, we can conclude
that the state minimization process is to be started from the accepting states in backward direction.

Intersection operator can be applied to compressed or non-compressed trees within the
observable time frame. This operator is for deciding the more complex and efficient algorithm for
matching the regular expression pattern against the set of words rather than a single word or input
stream of single source — in contrary, Aho-Corasick trees are of multiple sources and as we have shown
can be minimized also.

For LZW input streams [9], it’s defined that the ending mark from the encoded input can be
used further when constructing tree itself during the invocation process — this is a linear process not
requiring additional resources like memory and time and, thus, we conclude that these streams are
unary.

Containerization of NFA and DFA for ERE and Stop Marks

This step of process includes the experimentation with the non-deterministic finite automata (NFA)
conversion to deterministic finite automata (DFA) along the Extended Regular Expressions (ERE) within
the aimed operators like intersection, subtraction and complement. The practice shows that in common
case this is the best practice for implementation of composite NFA and DFA via subset construction.

In common sense, this is a good approach for developing analyzing tools in biomedicine for
processing big amount of DNA sequences.

For the question of P = NP via O-operator proof, we can conclude that a single case is quite clear
to conclude that this is a way of solving NP-hard problems laying outside NP-complexity class.

Matching algorithm with stop marks

We define the matching according to the non-trivial symbol in the sequence of concatenation,
whereas the fully connected clique of states for empty transitions lets the exact word to be matched and
consequent cliques are matched according to this stop mark.

The cliques are defined as the strongly connected components in which any word can be defined in
the final set, thus, allowing the mark to be matched before the actual matching starts — this technique was
used before to prove the equivalence of P and NP classes.

Conclusion

We have defined the necessary relations between operational calculus and ERE constructions and
evaluation on either NFA or DFA through Modified Subset Construction (MSC). This calculus gives a
broader observation of how our model is to be represented in operational logic and applied mathematics.
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This relation is to introduce the solution to regular language non-emptiness intersection problem
within the time 2°If™1,

We have also shown that P versus NP conjecture for automata non-emptiness intersection problem
can be considered decidable in polynomial time, thus giving the assumption that P equals NP.

The practical solutions to the minimization of Aho-Corasick tree and the usage of LZW input
streams is also given as we have shown that these trees can be efficiently optimized using backward
propagation method of the closure computation.

We can conclude more that operational calculus can be used in approximate regular expression
matching, however, this is a well-studied question and doesn’t require more attention as the definition of
the new algebraic structure. This structure remains open for extended operators like intersection,
subtraction and complement in ERE.
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MOJNPUKANUAJTAHT AH IHIKI JKUBIHABI KYPY IbIH OITIEPALIUAJIBIK ECEBI

Cp13abIK0B MbIp3axMeT
K.HN. Cornaes atsinaarsl Kasak yITTHIK TEXHUKAJIBIK 3€pTTEY YHUBEpCHTETI, Anmatsl, Kazakcran
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ORCID ID: https://orcid.org/0000-0002-8086-775X

Anparna. bi3 KubUIBICY, any >KOHE KaiTa »Ka3bUFaH TOJBIKTAYBIII CHSAKTHI KAaHTa aHBIKTAIFaH
orieparopJiap IiHIEeTi e3repTUIreH iIKi )KUbIH KYPbUTBICBIHBIH KOPiHICI OOMBIHINA KEHEUTIITeH TYPaKThI
OPHEKTI 3epTTEY/iH JKAIFAChlH YChIHAMBI3. BypbIHFbIIail 013 OyN Karmaiaa KYpASNTIKTIH TOMEHJEY
CUTIaThl MEH TEeHJCHIMACHI Oap ekeHiH alTThIK. bi3 Pabun MeH CKOTTKa 0aiiIaHBICTBI OCHI ©3TEPTLITeH
IIIKI KUBIHTBIK KOHCTPYKIMSHBIH OINEPalUsIbIK O6jliriHe KaraH aHbIKTama Oepemi3. AJTOpPUTMHIH
Kypaeniiri 013 »yMbICTa SKBHBAJICHTTUIIKTIH KaTaH naseiin Oepren NP-kublH ecentepaeH a3 Irama
Ooubln Kana Oepeai, COHABIKTaH OYJI )KYMBIC 9pTYPJIl €cenTepiiH KypAeni OOdybl YIIiH calbICTHIpMaibl
JoIenaeMenepii 3epTTey i KalFacTeIpaasl, anaiia, onepaluusulblK ecenTey CUSKThI OipTyTac KesKapac
TYPFBICBIHAH TYCIHAIpiNeai. by ecenreyse 3epTTeyIiH Kajllbl TAPMAKTAPhI 1IIKI XKHUBIHIBI KYPY apKbLIbI
ecemnTelyi THiC KeMiHJIe eKi onepaHATapbl 0ap TYpJICHAIPIITeH 11IKi >KUBIH KYPBUIBICHIH YCBIHYFa OepiireH
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JKOHE THIMIII alTOPUTMHIH KYPAENUJIIri TYPFBICEIHAH OJlap ©3TePTIreH IMIKI KHUBIH KYPBUIBICHI apKbLIbI
ecenreliesl.
KinTrik ce31ep: ki KUBIH KYPBUIBICH, KCHEHTUITeH TYPaKThl TIpKecTep, MOAUBUKAITH,
amaiiap, ecenrey.

OINEPAIMOHHOE NCYUCJIEHUE NIOCTPOEHUA MOAN®UITUPOBAHHOI'O
MNOJMHOKECTBA

Ce3apikoB Mup3axmer

KasHUTY um. K.1. CarnaeBa, Anmatsl, Kazaxcran
mspmail598@gmail.com

ORCID ID: https://orcid.org/0000-0002-8086-775X

AHHoOTanus. MbI IpeCTaBIIsIeM MPOAODKEHNE U3yUSHHS PACIIUPEHHBIX PETYISAPHBIX BBIPAKEHUH
C TOYKH 3PEHHS TOCTPOCHHS MOAM(DHUIIMPOBAHHOTO TIOJMHOXECTBA BHYTPH II€PEOTNPENEICHHBIX
OTIEPaTOPOB, TAKUX KaK IEpeceueHre, BEIYUTAHNE U TIEpe3anucanHoe JomnoiHeHne. Kak u mpexae, Mbl
YTBEPXKIalli, YTO B TOM Clly4yae CIIO)KHOCTh UMEET yOBIBAIOUIMK XapakTep M TeHASHIHI0. MBI 1aaum
CTPOTOE OIpeNIeICHNEe OTEPAIMOHHON YacTh ATOW MOIU(UIIMPOBAHHOW KOHCTPYKIIMH ITOJMHOXKECTBA,
npuHamIexamie Paduny n Ckorty. CI0KHOCTD aTOPHUTMa OCTASTCS Ha BETUYHHY MEHbIIE, 4yeM y NP-
CJIOKHBIX 3aday, OJId KOTOPBIX MbI JaJii CTPOro€ AOKa3aTCJIbCTBO 3KBUBAJCHTHOCTHU B npe,ul)mymel‘&
pabote, moaTOMy 3Ta paboTa MPOAOIKAST U3yUeHHEe CPABHUMOTO JTOKA3aTeNIbCTBA I MHOXKECTBA 3a]1ad,
KOTOPBIE, OJTHAKO, SBISIOTCS BBIYMCIUTENBHO CIIOKHBIMA. OOBSICHIMO C TOYKH 3PEHHUS €AHMHOTO TOJX0/1a,
TAaKOr'o KakK OIICPAlIMOHHOC HCYHCIICHUC. B sTOM mncunciaeHun OCHOBHBIE TOYKH HuccieaJ0BaHus OTAAaHbI
MMpeaACTaBJICHUIO MOI[I/I(l)I/I]_[I/IpOBaHHOI‘/'I KOHCTPYKIUMH ITIOAMHOXKXECTBA C HC MECHEC YEM ABYMs OII€paHaaMU,
KOTOpBIE JOJKHBI OBITh BBIYHCIICHBI IIYTEM MOCTPOSHHSI MMOAMHOYKECTBA, U C TOYKH 3PEHUS CIOXKHOCTH
3G (PEKTUBHOTO AITOPUTMA OHU BBIYUCISIOTCS C WCIIOJIB30BAHUEM MOJIUPHUINPOBAHHOW KOHCTPYKIMN
MTOJIMHOKECTBA.

KaioueBble cioBa: TOCTpOSHHE IMMOIMHOMKECTBA, PACHIMPEHHBIE PETryJSIpHBIC BBIPAKEHUS,
Moau(UKAIKs, OTIEPALliH, NCUUCIICHHE.
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