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Abstract. The article deals with the problem of optimal motion control of a two-machine 

system. The problems of stabilization and control of a two-machine system are described by 

nonlinear differential equations. These mathematical models describe the processes in complex 

systems consisting of many turbines and generators, and are used to analyze them. The relevance 

of these models lies in the fact that they allow you to model various pre-emergency, emergency 

and post-emergency situations. The stability of the synthesized system is checked by the 

Lyapunov function method. The correctness of the solutions found is verified by the numerical 

solution of the considered and given example. 

The controllability of the model under consideration is determined by the study of the global 

asymptotic stability of dynamical systems in cylindrical phase systems. The results obtained are 

demonstrated by a numerical example. 

 

Keywords: phase system, synchronous generator, steam turbine, Euler's method, optimal 

control, stability, method of Lyapunov function, numerical method. 
 

Introduction 

Consider a simplified model of the "synchronous generator – steam turbine" system described 

by differential equations of the form for the two-machine case:  
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T
P i  – steam turbine power; Pi

T
 – time constant of the control cycle of the steam turbine; 0 0

,
i i

P
 

– given constant values; 0 i


 – statism of ASC (automatic speed controller); i


 – EMF angle of the 

generator; i
S

 – generator slip; i
T

 – constant inertia of moving masses; 
0

i
K 

 – damping 

coefficient; i
E

 – calculated EMF of the generator; 
Ui  – voltage on tires of infinite power; 11i

z
 –  

intrinsic resistance of the generator; 12 i
z

 – mutual resistance between the generator and tires; 11i


 

– additional angle of intrinsic resistance; 12 i


 – additional angle of mutual resistance. 

Let the following parameters of the steam turbine control system be given: 
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Carrying out the transfer of the origin of coordinates to the equilibrium position 

   , , 0.686,0,10357.48S PT 
, we pass to the system of equations of the perturbed motion: 
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System (1) can be rewritten as: 
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then the function f(x) satisfies the Lipschitz condition: 
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completely controllable as the rank of the Kalman matrix  
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We calculate the fundamental matrix (2). The characteristic matrix 3
E A 

 will be equal to: 
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    and characteristic determinant:
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The matrix attached to the matrix 3
E A 

 has the form: 
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Common greatest divisor of the elements of the adjoint matrix:   
2

1D  
. The minimum 

polynomial of matrix A will be as follows: 
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The interpolation conditions are as follows: 
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 – the roots of the characteristic equation  3det 0.E A  
 

 Since for the considered matrix A: 
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Then the Lagrange-Sylvester interpolation polynomial [4] has the form  
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In our case, the equations are written as follows: 
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It is also easy to calculate the inverse matrix 
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Numerical calculation. 

Predictor: 
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The results are shown below: 

 

 

 

 

 
 

Figure 1 - δ1, δ2 
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Figure 2 - S1, S2 

 

 
 

Figure 3 - P1, P2 

 

Consider the problem of optimal motion control of two-machine system. The stability of the 

synthesized system is tested by the Lyapunov function method. The correctness of the solutions 

found is verified by the numerical solution of the considered and the example. 

One of the mathematical models that describes transient processes in a two-machine electrical 

system is the following system of differential equations: 
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where i


 – the angle of rotation of the rotor of the i-th generator relative to some synchronous 

axis of rotation, i
S

 – slip of the i-th generator, 
Hi – constant of inertia of the i-th machine; i Tiu P

 

– mechanical power supplied to the generator; iE
– EMF of the i-th synchronous machine, 

U const  – DC bus voltage; 1, 1nY   – characterizes the connection of the i-th generator with 

constant voltage buses; ijY
– mutual conductivity of the i-th and j-th branches of the system; 

, ,ii i ij  
– constant values that take into account the effect of active resistances in the stator 

circuits of generators; 
.ij ji 
 

Let the state variables and control in the steady-state post-emergency mode have the 

following meanings: 

Si = 0, 
,F

i i 
 

,F

i iu u
 i = 1, 2. 

 

Perturbed motion equations: 
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Numerical data of the system: 

 1 0.052,   2 0.104,   1H
=2135, 2H

=1256, 1P
=0.85, 2P

=0.69, 1

F
=0.827, 2

F

=0.828, 12 0.078  
 and initial conditions: 

 1 0 0.18,   2 0 0.1,   1 0 0.001,S   2 0 0.002.S 
 

Consider the following optimal control problem: minimize functionality 
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Evidence 

For a continuous function 
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 of the variable t-functional (5) can be represented 
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To determine the Bellman function
 ,K S

, consider the following Cauchy-Bellman 

problem: 
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Moreover, from (13) we obtain that the optimal controls 
0 ,i  1,i l  have the form: 
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Let us now consider the question of how the Bellman function – 
,SiK

iK  can be determined, 

knowing the quotients 
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Observe, that in the region 
 , S

, where 
 ,K S

 – is a definitely positive function, the 

Bellman function 
 ,K S

 becomes the Lyapunov function for the synthesized system (6), (16) 

i.e. the synthesized system is Lyapunov stable. According to the boundary condition, for the 

Bellman equation (12), we can take the function 
 , S

 in the form 

 

         , ,T S T K T S T  
 

 

and the value of the functional 
 J 

, will be equal to the value (9). The theorem is proved. 

According to the considered theorem, the optimal control has the form: 
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The results of the numerical solution of the equation are given below: 

 

 
 

Figure 4 - δ1, δ2 
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Figure 5 - S1, S2 

 

 
 

Figure 6 - δ1, δ2 – without control. 

 

 
 

Figure 7 - S1, S2 – without control. 

 

Conclusion 
To check the accuracy of the obtained results created programs. Programs written in the C# 

programming language. For the numerical solution of the task is used modified Euler method. As 
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can be seen from the received graphs, the received controls ensure the stable operation of the 

system by minimizing the deviation of the system parameters from the primary values. And in 

case of lack of control the parameters of the system are deviated from the initial value and the 

system does not work stably. 
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