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#### Abstract

Among public-key cryptosystems, cryptosystems built on the basis of a polynomial system of residual classes are special. Because in these systems, arithmetic operations are performed at high speed. There are many algorithms for encrypting and decrypting data presented in the form of polynomials. The paper considers data encryption based on the multiplication of polynomials modulo irreducible polynomials. In such a multiplier, the binary image of a multiply polynomial can serve as a fragment of encrypted text. The binary image of the multiplier polynomial is the secret key and the binary representation of the irreducible polynomial is the module.

Existing sequential polynomial multipliers and single-cycle matrix polynomial multipliers modulo do not provide the speed required by the encryption block. The paper considers the possibility of multiplying polynomials modulo on a Pipeline in which architectural techniques are laid in order to increase computing performance.

In the conclusion of the work, the time gain of the multiplication modulo is shown by the example of the multiplication of five triples of polynomials. Verilog language was used to describe the scheme of the Pipeline multiplier. Used FPGA Artix-7 from Xilinx companies.

The developed Pipeline multiplier can be used for cryptosystems based on a polynomial system of residual classes, which can be implemented in hardware or software.
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## Introduction

There are two approaches to multiplying polynomials modulo. At the first approach, multiplying modulo in two stages is performed [1, 2]. At the first stage, polynomials are multiplied, at the second stage, polynomials multiple by irreducible polynomials modulo. If at the first stage of multiplication polynomials are possible to accelerate on matrix circuits, then the accelerated of them multiplying modulo is difficult. At the second approach, process of multiplying modulo is divided into steps, and at each step of the multiplication polynomials is combined with the operation of reduction irreducible polynomials modulo. While, of multiplying polynomials are performed on a sequential circuit starting with the analysis of high-order [3] or left-most [4] bits of the polynomial multiplier.

To improve performance, one-clock multipliers of polynomials modulo with a matrix structure
were developed $[5,6]$.
The matrix structures of parallel multipliers have the potential improving performance - the possibility of pipelining, which is a prospective architectural technique [7].

## Main part

During pipelining, the multiplying operation is divided into a finite number of sub-operations, and each sub-operation is performed at its own Pipeline stage, with all Pipeline stages are working of parallel. The results obtained at the $i-$ th stage are transferred for further processing to the $(i+1)-$ th Pipeline stage. Transmit of information from stage to stage is through the buffer memory located between them.

A stage that have accomplished of its sub-operation remember the result in the buffer memory and can start processing the next portion of the sub-operation data, while the next Pipeline stage uses the data stored in the buffer memory located at its output. Synchronization of the Pipeline is provided by clock pulses, the period of which is determined by the slowest Pipeline stage and the delay in the buffer memory element.

In a Pipeline multiplier of N stages, the multiplying data modulo can be input with an interval of N times less than for a matrix multiplier. Output results appear at the same pace.

A diagram of an N -stage of the Pipeline for multiplying a polynomial-multiplicand $\mathrm{A}(\mathrm{x})$ by a polynomial-multiplier $\mathrm{B}(\mathrm{x})$ modulo an irreducible polynomial $\mathrm{P}(\mathrm{x})$ shown in Figure 1.

The first Pipeline stage contains logical block diagram AND1 and buffer registers RgA.1, $\mathrm{RgR}_{0}$, RgB.1and RgP.1. The second and next Pipeline stages contain logical blocks-former of partial remainders $\left(\mathrm{PRF}_{\mathrm{N}} \div \mathrm{PRF}_{\mathrm{N}-1}\right)$. The second and other Pipeline stages have individual buffer registers. For example, the buffer registers of the second Pipeline stage are the registers RgA.2, $\mathrm{RgR}_{1}, \mathrm{RgB} .2$ and RgP.2. The buffer register of the N -stage is the $\mathrm{Rg} . \mathrm{N}-1$ register, in this diagram the registers $\mathrm{RgA}, \mathrm{RgB}$ and RgP are the input Pipeline registers, where before the start of operations on the next triples of polynomials $\mathrm{A}(\mathrm{x})_{i}, \mathrm{~b}(\mathrm{x})_{i}$ and $\mathrm{P}(\mathrm{x})_{i}$, the $i$-th triple of polynomials is accepted.

Upon the first clock pulse CP1 is provided, the first triple of polynomials A, B, P from the input registers are transferred to the first stage of buffer registers. In the process this transfer, the contents input register RgA logical are multiplied by the high-order bit $\mathrm{b}_{\mathrm{i}-1}$ polynomial-multiplier $B_{1}(x)$. The result of operations $A_{1}(x) \& b_{i-1}=R_{0}$ written to the first stage of buffer register $\operatorname{RgR}_{0}$, and $\mathrm{A}_{1}(\mathrm{x}), \mathrm{P}_{1}(\mathrm{x})$ are accepted in the RgA. 1 and RgP. 1 registers.

According to the clock signal CP1, the second triple of polynomials A2(x), B2(x) and P2(x) are received to place of the first triples $\mathrm{A}_{1}(\mathrm{x}), \mathrm{B}_{1}(\mathrm{x})$ and $\mathrm{P}_{1}(\mathrm{x})$ in the input registers. Upon the signal CP2 is provided, the contents of the input registers are transferred to the first stage of buffer registers, the contents of the first stage are transferred to the second stage of buffer registers RgA.2, $\operatorname{RgR}_{1}, \operatorname{RgB} .2$ and RgP.2. While, in the first Pipeline stage operation $A_{2}(x) \& b_{i-1}=R_{0}$ is performed, reaches in RgR register. The buffer registers RgA.1, RgP. 1 will receive the corresponding contents of $\operatorname{RgA}\left(\mathrm{A}_{2}\right)$ and $\operatorname{RgP}\left(\mathrm{P}_{2}\right)$.

During the action of the second pulse of CP2 in PRF.1, the operation and the calculation of the remainder $\mathrm{R}_{1}=\left(2 \mathrm{R}_{0} \oplus \mathrm{~A}_{1} \& \mathrm{~b}_{\mathrm{i}-2}\right) \bmod \mathrm{P}_{1}$ saved in the buffer register $\mathrm{RgR}_{1}$ are performed.

The clock signal CP2 into the input registers receives the polynomials of the third triples of polynomials $\mathrm{A}_{3}(\mathrm{x}), \mathrm{B}_{3}(\mathrm{x})$ and $\mathrm{P}_{3}(\mathrm{x})$. Upon the third clock signal CP3 is provided, the third triples of polynomials $\mathrm{A}_{3}(\mathrm{x}), \mathrm{B}_{3}(\mathrm{x})$ and $\mathrm{P}_{3}(\mathrm{x})$, will be processed by the logical blocks of the first stage (AND1), the second triples of polynomials $\mathrm{A}_{2}(\mathrm{x}), \mathrm{B}_{2}(\mathrm{x})$, and $\mathrm{P}_{2}(\mathrm{x})$, will be processed by the logical blocks of the second stage PRF.1, the logic blocks of the third stage PRF. 2 will process the first triples of polynomials $\mathrm{A}_{1}(\mathrm{x}), \mathrm{B}_{1}(\mathrm{x})$ and $\mathrm{P}_{1}(\mathrm{x})$.

Pipeline multiplier of polynomials modulo with analysis of high-order bits of the multiplier
M. Kalimoldayev, S. Tynymbayev, M. Ibraimov, M. Magzom,
Y. Kozhagulov, T. Namazbayev, Waldemar Wójcik


Figure 1 - Pipeline multiplier of polynomials modulo starting with analysis of high-order bit of the multiplier

Upon the N-clock pulse CP.N is provided, the contents of the input registers polynomials $\mathrm{A}_{\mathrm{N}}(\mathrm{x}), \mathrm{B}_{\mathrm{N}}(\mathrm{x})$ and $\mathrm{P}_{\mathrm{N}}(\mathrm{x})$ will reaches to the first stage buffer registers, the contents of the first stage buffer registers to the second stage buffer registers, etc.

The results of processing the polynomials $\mathrm{A}_{1}(\mathrm{x}), \mathrm{B}_{1}(\mathrm{x})$ and $\mathrm{P}_{1}(\mathrm{x})$ from the $\mathrm{N}-1$ stage buffer registers will moved to the N -stage buffer register - Rg.N-1, while in PRF.N-1
$\mathrm{R}_{\mathrm{N}-1}=\left[\left(2 \mathrm{R}_{\mathrm{N}-1} \oplus \mathrm{~A}_{1}(\mathrm{x}) \& \mathrm{~b}_{0}\right)\right] \bmod \mathrm{P}_{1}$ is calculated, which is the result of multiplying modulo $\left[\mathrm{A}_{1}(\mathrm{x}) * \mathrm{~B}_{1}(\mathrm{x})\right] \bmod \mathrm{P}_{1}(\mathrm{x})$. The input registers receive the triples of polynomials $\mathrm{A}_{\mathrm{N}+1}(\mathrm{x}), \mathrm{B}_{\mathrm{N}+1}(\mathrm{x})$ and $\mathrm{P}_{\mathrm{N}+1}(\mathrm{x})$ with a clock signal CP.N.

Upon the clock pulses $\mathrm{N}+1, \mathrm{~N}+2, \mathrm{~N}+3$, etc. is provided on the output Pipeline register Rg. $\mathrm{N}-1$, the results of multiplying of triples of polynomials will be formed:

$$
\begin{aligned}
& R_{N-1}=\left[A_{N+1}(X) * B_{N+1}(X)\right] \bmod P_{N+1} \\
& R_{N-1}=\left[A_{N+2}(X) * B_{N+2}(X)\right] \bmod P_{N+2} \\
& \vdots \\
& R_{N-1}=\left[A_{N+k}(X) * B_{N+k}(X)\right] \bmod P_{N+k}
\end{aligned}
$$

Figure 2 shows the structure of the $\mathrm{PRF}_{i}$. The central adder modulo 2 is the Add. 2 adder.


Figure 2 - PRFi structure
The results of the sum modulo of two $2 \mathrm{R}_{i-1} \oplus \mathrm{~A}(\mathrm{x}) b_{i}$ is provided to the left inputs is performed by the adder modulo of two Add.1. The value of $\mathrm{P}(\mathrm{x})$ is provided to the right inputs of Add.2. If, at the same time $\mathrm{C}=2 \mathrm{R}_{i-1} \oplus \mathrm{~A}(\mathrm{x}) \mathrm{b}_{i}>P(x)$ then in the high-order bit of the sum C the value $\mathrm{C}_{\mathrm{h}}=1$ is formed. With this signal, block of diagram AND3, the result of adding $\mathrm{C} \oplus \mathrm{P}(\mathrm{x})$ at the output of Add. 2 forming $\mathrm{R}_{i}$ is output. If $\mathrm{C}=2 \mathrm{R}_{i-1} \oplus \mathrm{~A}(\mathrm{x}) \mathrm{b}_{i}<P(x), \mathrm{C}_{\mathrm{h}}=0$. Then the value $\mathrm{C}=2 \mathrm{R}_{i-1} \oplus \mathrm{~A}(\mathrm{x}) \mathrm{b}_{i}$ by the signal $\mathrm{C}_{\mathrm{h}}=1$ by the block of diagram AND2 the output is $\mathrm{C}=\mathrm{R}_{i}$.

Consider the example of multiplying polynomials modulo on a five-stage Pipeline. Let:

$$
\begin{aligned}
\mathrm{A}_{1}= & \mathrm{x}^{3}+\mathrm{x}=01010 \\
& \mathrm{~A}_{2}=\mathrm{x}^{4}+\mathrm{B}_{1}=\mathrm{x}^{2}=1010 \mathrm{x}^{4}+\mathrm{x}^{2}+\mathrm{x}=10110_{2} ; \mathrm{P}_{1}=\mathrm{x}^{5}+\mathrm{x}^{2}+1=100101_{2} ; \\
& \mathrm{A}_{3}=\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}^{2}+1=11001010101_{2}+1=\mathrm{x}_{3}=\mathrm{x}^{4}+\mathrm{x}_{2}=\mathrm{x}^{2}+1=1010 \mathrm{x}^{5}+\mathrm{x}^{3}+1=101001_{2} ; \mathrm{P}_{3}=\mathrm{x}^{5}+\mathrm{x}^{3}+\mathrm{x}^{2}+\mathrm{x}+1=101111_{2} ; \\
\mathrm{A}_{4}= & \mathrm{x}^{3}+\mathrm{x}^{2}+1=01101_{2} ; \mathrm{B}_{4}=\mathrm{x}^{3}+\mathrm{x}^{2}+\mathrm{x}=01110_{2} ; \mathrm{P}_{4}=\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{2}+\mathrm{x}+1=110111_{2} ; \\
\mathrm{A}_{5}= & \mathrm{x}^{4}+\mathrm{x}=10010_{2} ; \mathrm{B}_{5}=\mathrm{x}^{4}+\mathrm{x}=10010_{2} ; \mathrm{P}_{5}=\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}^{2}+1=111101_{2} .
\end{aligned}
$$

The results of multiplying polynomials $\mathrm{A}_{1}(\mathrm{x}) \div \mathrm{A}_{5}(\mathrm{x})$ by $\mathrm{B}_{1}(\mathrm{x}) \div \mathrm{B}_{5}(\mathrm{x})$ modulo $\mathrm{P}_{1}(\mathrm{x}) \div \mathrm{P}_{5}(\mathrm{x})$ are shown in figure 3.

|  | $\begin{aligned} & A_{1}=x^{3}+x \\ & B_{1}=x^{4}+x^{2}+x \\ & P_{1}=x^{5}+x^{2}+1 \end{aligned}$ | $\begin{aligned} & \mathrm{A}_{2}=\mathrm{x}^{4}+\mathrm{x}^{2} \\ & \mathrm{~B}_{2}=\mathrm{x}^{3}+\mathrm{x}^{2}+1 \\ & \mathrm{P}_{2}=\mathrm{x}^{5}+\mathrm{x}^{3}+1 \end{aligned}$ | $\begin{aligned} & \mathrm{A}_{3}=\mathrm{x}^{4}+\mathrm{x}^{3}+1 \\ & \mathrm{~B}_{3}=\mathrm{x}^{4}+\mathrm{x}^{2}+1 \\ & \mathrm{P}_{3}=\mathrm{x}^{5}+\mathrm{x}^{3}+\mathrm{x}^{2}+\mathrm{x}+1 \end{aligned}$ | $\begin{aligned} & \mathrm{A}_{4}=\mathrm{x}^{3}+\mathrm{x}^{2}+1 \\ & \mathrm{~B}_{4}=\mathrm{x}^{3}+\mathrm{x}^{2}+\mathrm{x} \\ & \mathrm{P}_{4}=\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{2}+\mathrm{x}+1 \end{aligned}$ | $\begin{aligned} & A_{s}=x^{4}+x \\ & B_{s}=x^{4}+x \\ & P_{5}=x^{5}+x^{4}+x^{3}+x^{2}+1 \end{aligned}$ | - | - | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CP1 | CP2 | CP3 | CP4 | CP5 | CP6 | CP7 | CP8 | CP9 |
| I | $\mathrm{R}_{01}=01010_{2}$ | $\mathrm{R}_{02}=00000_{2}$ | $\mathrm{R}_{03}=11001_{2}$ | $\mathrm{R}_{04}=00000_{2}$ | $\mathrm{R}_{05}=10010_{2}$ | - | - | - | - |
| II | - | $\mathrm{R}_{11}=10100_{2}$ | $\mathrm{R}_{12}=10100_{2}$ | $\mathrm{R}_{13}=11101_{2}$ | $\mathrm{R}_{14}=01101_{2}$ | $\mathrm{R}_{15}=11101_{2}$ | - | - | - |
| III | - | - | $\mathrm{R}_{21}=00111_{2}$ | $\mathrm{R}_{22}=10101_{2}$ | $\mathrm{R}_{23}=011002$ | $\mathrm{R}_{24}=10111_{2}$ | $\mathrm{R}_{25}=01111_{2}$ | - | - |
| IV | - | - | - | $\mathrm{R}_{31}=00100_{2}$ | $\mathrm{R}_{32}=00011_{2}$ | $\mathrm{R}_{33}=11000_{2}$ | $\mathrm{R}_{34}=10100_{2}$ | $\mathrm{R}_{35}=01100_{2}$ | - |
| V | - | - | - | - | $\mathrm{R}_{41}=01000_{2}$ | $\mathrm{R}_{42}=10010_{2}$ | $\mathrm{R}_{43}=00110_{2}$ | $\mathrm{R}_{44}=11111_{2}$ | $\mathrm{R}_{45}=11000_{2}$ |

Figure 3 - The results of multiplying polynomials $\mathrm{A}_{1}(\mathrm{x}) \div \mathrm{A}_{5}(\mathrm{x})$ by $\mathrm{B}_{1}(\mathrm{x}) \div \mathrm{B}_{5}(\mathrm{x})$ modulo

$$
\mathrm{P}_{1}(\mathrm{x}) \div \mathrm{P}_{5}(\mathrm{x})
$$

From this figure 3
$\mathrm{R}_{41}=\left[\mathrm{A}_{1}(\mathrm{x}) \cdot \mathrm{B}_{1}(\mathrm{x})\right] \bmod \mathrm{P}_{1}=01000_{2}$, is corresponds to a polynomial: $\mathrm{R}_{41}=\mathrm{x}^{3}$;
$\mathrm{R}_{42}=\left[\mathrm{A}_{2}(\mathrm{x}) \cdot \mathrm{B}_{2}(\mathrm{x})\right] \bmod \mathrm{P}_{2}=10010_{2}$, is corresponds to a polynomial: $\mathrm{R}_{42}=\mathrm{x}^{4}+\mathrm{x}$;
$\mathrm{R}_{43}=\left[\mathrm{A}_{3}(\mathrm{x}) \cdot \mathrm{B}_{3}(\mathrm{x})\right] \bmod \mathrm{P}_{3}=00110_{2}=\mathrm{x}^{2}+\mathrm{x}$;
$\mathrm{R}_{44}=\left[\mathrm{A}_{4}(\mathrm{x}) \cdot \mathrm{B}_{4}(\mathrm{x})\right] \bmod \mathrm{P}_{4}=11111_{2}=\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}^{2}+\mathrm{x}+1$;
$\mathrm{R}_{45}=\left[\mathrm{A}_{5}(\mathrm{x}) \cdot \mathrm{B}_{5}(\mathrm{x})\right] \bmod \mathrm{P}_{5}=11000_{2}=\mathrm{x}^{4}+\mathrm{x}^{3}$.
In this figure $3, \mathrm{R}_{i j}$ are the numbers of intermediate remainders $i(i=0 \div 4)$ and the numbers of triples of numbers $j$, where $j=1 \div 5$.Consider the time value. The multiplying time of polynomials without a Pipeline is determined by the formula:

$$
T_{w, c}=N K T_{K},
$$

where K - the number of triples of polynomials to be multiplying,
N - The number of Pipeline stages,
$\mathrm{T}_{\mathrm{K}}-$ the duration of the clock period, which is determined by the ratio $\mathrm{T}_{\mathrm{K}}=\mathrm{T}_{\mathrm{PRF}}+\mathrm{T}_{\mathrm{BRg}}$,
where $T_{\text {PRF }}$ - partial remainder formation time,
$\mathrm{T}_{\mathrm{BRg}}$ - time of recording of the processing results to buffer registers.
The runtime of operations on K input polynomial streams (triples of polynomials) at N Pipeline stages or with a clock period $\mathrm{T}_{\mathrm{K}}$ is determined by the ratio [9]:

$$
T_{N K}=(N+(K-1)) T_{K} .
$$

The time value is determined by the formula:

$$
c=(N K-(N+K-1)) T_{K} .
$$

For our example,

$$
C=(N K-(N+K-1)) T_{K}=(25-9) T_{K}=16 T_{K}
$$

The timing diagram and the results of the multiplying modulo the above triples of numbers on a five-stage Pipeline are shows in Figure 4. Verilog HDL is used to describe the circuit of the Pipeline multiplier. Artix-7 from Xilinx as the Field Programmable Gate Array (FPGA) was chosen.

As shown in the Figure 4, the first triple of polynomials $\mathrm{A}_{1}(\mathrm{x}), \mathrm{B}_{1}(\mathrm{x}), \mathrm{P}_{1}(\mathrm{x})$ from the Pipeline input registers to the buffer registers of the first stage with the first clock signal CP1 are transferred. In this case, the partial remainder $\mathrm{R}_{01}=01010_{2}$ is calculated by the logical block of the first stage.



Figure 4 - The timing diagram of the Pipeline circuit
During the action of the second clock signal CP2, the second triple of polynomials $\mathrm{A}_{2}(\mathrm{x})$, $\mathrm{B}_{2}(\mathrm{x}), \mathrm{P}_{2}(\mathrm{x})$ from the Pipeline input registers are transferred to the first stage buffer register, the contents of the first stage buffer registers are transferred to the second stage buffer registers. In this case, at the first stage $\mathrm{R}_{02}=00000_{2}$, at the second stage of the Pipeline, the remainder $\mathrm{R}_{11}=10100_{2}$ is calculated.

Upon the third clock pulse CP3 is provided from the Pipeline input registers, the triple of polynomials $\mathrm{A}_{3}(\mathrm{x}), \mathrm{B}_{3}(\mathrm{x}), \mathrm{P}_{3}(\mathrm{x})$ are transferred to the first stage buffer registers, the contents of the first stage buffer registers are transferred to the second stage buffer registers, also the contents of the second stage buffer registers are transferred to the third stage buffer registers. While, a partial remainder $\mathrm{R}_{03}=11001_{2}$ is formed in the first stage of the Pipeline, $\mathrm{R}_{12}=10100_{2}$ and $\mathrm{R}_{21}=00111_{2}$ respectively are formed in the second and third stages of the Pipeline.

After the fourth clock pulse CP4 is provided, triple of polynomials $\mathrm{A}_{4}(\mathrm{x}), \mathrm{B}_{4}(\mathrm{x}), \mathrm{P}_{4}(\mathrm{x})$ enter the inputs of the first stage of the Pipeline, the partial remainder $\mathrm{R}_{04}=00000_{2}$ is calculated of the first stage of the Pipeline, the remaining residues $R_{13}=11101_{2}, R_{22}=10101_{2}, R_{31}=00100_{2}$ are formed on the other three stages.

Upon the fifth pulse CP5 is provided, triple of polynomials $\mathrm{A}_{5}(\mathrm{x}), \mathrm{B}_{5}(\mathrm{x}), \mathrm{P}_{5}(\mathrm{x})$ enter the inputs of the first stage of the Pipeline, and at the first, second, third and fourth stages partial remainders $\mathrm{R}_{05}=10010_{2}, \mathrm{R}_{14}=01101_{2}, \mathrm{R}_{23}=01100_{2}, \mathrm{R}_{32}=00011_{2}, \mathrm{R}_{41}=01000_{2}$ are formed.

Upon the sixth pulse CP6 is provided to the inputs of the first stage of the Pipeline, polynomials are not provided and the remainders $R_{15}=11101_{2}, R_{24}=10111_{2}, R_{33}=11000_{2}, R_{42}=$ $10010_{2}$ are formed on the corresponding $2,3,4,5$ stages of the Pipeline.

After the seventh pulse CP7 is provided the remainders $\mathrm{R}_{25}=01111_{2}, \mathrm{R}_{34}=10100_{2}, \mathrm{R}_{43}=$ $00110_{2}$ in the $3,4,5$ stages of the Pipeline are calculated.

The eighth clock pulse CP8 the remainders $\mathrm{R}_{35}=01100_{2}, \mathrm{R}_{44}=11111_{2}$ in stages 4,5 are formed.

The ninth clock pulse CP9 completes the work of the Pipeline and in the fifth stages of the Pipeline the remainder $\mathrm{R}_{45}$ is calculated, which is the result $\mathrm{R}_{45}=\left[\mathrm{A}_{5}(\mathrm{x}) * \mathrm{~B}_{5}(\mathrm{x})\right] \bmod _{5}(\mathrm{x})$.
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