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Abstract. Automation of the processes of analysis, processing and transmission of information in the
development of information systems reduces the complexity of implementation, time and material costs,
frees up the resources of developers to solve more complex and creative tasks. The transition of document
management now to electronic document management technologies not only dramatically accelerates the
speed of business processes of companies, but also provides cost savings when abandoning paper media, to
minimize most operations when processing electronic documents, the use of artificial intelligence
technologies is considered effective. In the article I will consider the possibilities of artificial intelligence
technologies used in the process of enterprises, in converting documents into electronic and in the exchange
of electronic documents.

Depending on the structure of the text, the review of the applied methods of artificial intelligence, neural
networks and the analysis of their work processes is carried out. Depending on the structure of the document,
neural networks are used. Various recognition methods can be used for image recognition according to the
characteristics of the recognized characters. The article describes the mechanism of image recognition, the
document processing process, the operation of NLP algorithms. Processing documents of a professional
organization with the help of artificial intelligence used in it improves the quality of the document flow of
the enterprise, leads to time savings and cost reduction.
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Introduction

Artificial intelligence should be able to do something that can be used in everyday or
professional human activities, such as reading from an image or collection of images, inscriptions,
and image information. It is difficult to analyze texts using artificial intelligence: the multi-
meaningfulness of one word and the use of different languages make it difficult to process them
automatically. If we take the phrase "they must be in the warehouse", you will not be able to
understand with 100% accuracy, that is, we are talking about people in the warehouse or things
that are stored in the warehouse? A broader context is needed to address this.

Avrtificial intelligence, which processes documents, turns scanned paper into structured
information in the form of an electronic document. Let's focus on two different components:
computer vision and word processing. Computer vision allows you to edit PDF, scanned images,
and images in text format. However, first you need to do a structural analysis of documents: find
where text blocks, images, and tables are located, and then find out how they interact with each
other. At the same time, images or documents can come in different situations because they are an
existing substance. For example, there may be streaks left after the printer, photos taken of the
wrong quality, documents with coffee stains. All this needs to be resolved in some way in order to
obtain the correct information.

Main part

Image recognition Working Mechanism:

e Images are extracted and processed.

e Documents are aligned and adjusted.

¢ Then the surface structure is analyzed and block types are determined.
e Once blocks are defined, rows and columns are defined.

22


mailto:Saktashova98@gmail.com

Mechanism of methods used when working with documents and processing documents using artificial intelligence
Saktashova Umit

e You can divide lines by words into words by symbols

1. Getting and editing images;

2. Analysis of facial structure;

3. Text recognition;

4. Synthesis and storage of recognized fragments of documents in the required format;

When recognizing documents using artificial intelligence, as | mentioned earlier, it is
necessary to recognize documents by dividing them into pages, pages into blocks, blocks into rows
and columns, rows and columns into words, words into symbols. After that, we collect the
recognized characters by combining words into words, words into lines, lines into blocks, blocks
into pages, and pages into documents. In the recognition of documents plays an important role in
its structure.

Document types:
e Multi-texture: business cards, checks, invoices
e Less structured: articles, magazines, etc.

If the document type is fixed, it differs slightly from the multi-structured document type and
from each other in terms of document structure, you can use methods that learn how to directly
extract the necessary attributes from a text document using text and graphic designations. For
example, you can extract elements from network textures using repetitive neural networks.
Invoices are documents containing the names of goods and a description of the methods of
payment for these goods.
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Figure — 1. Invoices and receipts. Multi-structured documents

For example: if we receive checks, you can issue a check number, date, valid account through
neural networks. Convolutional neural networks are good for single attributes that have a certain
position, and recurrent neural networks are good for repeating elements. The convolutional layer
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is the basic unit of a neural network. And when recognizing a convolutional layer, the number of
parameters is relatively small. On (figure 2) shows the transformation of a convolutional neural
layer in several output channels. For the original image (Figure 2), it has a size of 28x28 pixels,
which means 2352 input neurons.
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Figure — 2. Transformation of the convolutional neural layer in several output channels

If the document is less structured, NLP machine learning is used in text processing. This can be
difficult due to the fact that multi-valued words are often used here. For example: the word address

can mean the address of the company, or it can mean the obligation of the client to solve some
problems.

Vendor’s address is ...

Vendor will have to address the problem ...

From uploading a document to extracting the required fields, processing will be conceptually
as follows:

Contract
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Figure — 3. Document processing process

When segmenting documents, that is, narrowing the information search area, we process not all
50 pages, but only 5 segments by paragraph, which may contain the date we need. This greatly
simplifies the operation of algorithms, as well as distinguishes the desired date from other
information. In Figure 2, all the steps to the right of segmentation describe the operation of NLP
algorithms - a detailed study, reading, and understanding of the text. These processes take 10-20
times longer than classification and segmentation, so it is not correct to use them in a multi-page
document, they are easier to use in small texts. NLP parser + Bi - LSTM-with their help, exceptions
are obtained from each sentence in the text.
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The engine reads the text in detail and deduces many generalizations from it. He understands
not only what is specifically formulated in this sentence, but also the meaning - what it really
means. The next stage is considered to be the output of symbols by text. There are also top-level
labels. The classic and simplest machine learning method, GBM, is used to produce top-level
tokens. As you can see in Figure 2, an ensemble of trees that show the overall result on the
resulting fields. GBM-it is important to have a sufficient number of documents in order to learn
quickly and effectively extract information.

If their number is small, then the quality of obtaining information may decrease. This is due to
the fact that the core of cases becomes smaller and, accordingly, it becomes worse to distinguish
machine - isolated cases from more common cases.

Many people rent a lot of land for construction and offices. And such documents need to be
processed automatically: they need to be extracted from them by the start and end dates, so that
they can track whether payments are missed later, when the lease expires, where the contract is
automatically renewed, and how much it all costs.

In such a contract, information is generated using NLP, and tabular data is generated using
FlexiLayout, and all other fields are generated using segmentation. The advantage of NLP
technologies is that it is another mechanism that can handle more types of fields and documents.

1. Tenart Name: STAR Agency, LLC {"Tenam"™)

2. Suite Number: Suite No. 908 NLP Inode]'
3. Leass Commencemert Date: December 1,2018
4, Lease Expiration Date: January 31, 2021 * the lease ag]‘ﬂelneﬂt
5. Leasa Annual Rart: COHTai.HS 2?_35 pages
12/ [2016-01/31/2017  $846.00/mo
02/01 [2017-01/N/2018  $871.00/mo
02/0/2018-01/31/2019  $897.00/mo * 37 fields to extract
6, Security Daposit; $1098.00

7. Pro Rata Share: (i) Tenant's Proportionate Share: .45%, which is the percentage
by dividing {a) the 716 rentable square fest inthe Premises by (b) the 158,397

—_— rentable square feet inthe Project. ’ it takes 1 minute
= 8. Lease Commencement Date definition: 1fthe Commencement Date
' is not the first day of a calendar month, then the Term shall be extended by the and 45 SCCOHdS to
time between the Commencement Date. p]‘OCCSS one
9, Square Footage: 1,352 dOClllllCIlT
10. Original Occupancy Date: January 12, 2016

1. Dates of Each Renewal / Extansior: Every year

12. Insurance: Cost of any insurance or insurance related expense applicable to the
Project and Landlord’s personal property used
in connection therewith. .

Figure — 4. «Contract», NLP model efficiency

Conclusion

Using these examples, you can see how artificial intelligence technology— which helps to save
time-can be used. In English, this scheme is called "win-win": robots perform repetitive tasks,
saving time for employees to engage in more intelligent and interesting projects. Companies that
work with artificial intelligence, rather than everyday specialists, create interaction with customers
more efficiently, avoid errors when processing certain documents, and increase profitability faster.
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KacaHabl HHTEJIEKT KOMeri apKbLIbl KY’KATTAPMEH JKYMBbIC 5Kacay KOHEeKYKATThI
OHJ/Iey Ke3iHJe KOJIAHbLIATHIH J/licTep MeXaHU3Mi

CakramoBa YMiT
Acrana Xansikapanblk yausepcurteti, Hyp-Cynran, Kazakcran,
Saktashova98@agmail.com

AnaaTna. AKnapaTThIK XKyHenepi o3ipiey Ke3iHe aknapaTThl Tajlaay, eHIey jkoHe Oepy mporecTepin
AaBTOMATTaHABIPY iCKe achIpyIblH KYPACTIriH, yakbplT MEH MaTepUaNJbIK IIBIFBIHIAPABI a3alTabl,
S3ipIEyIIIEpiH pecypcTapblH HEFYPIBIM KypJIelli JKOHE IIbIFapMAIlbUIBIK MIHIETTEpAl IIemryre
Oocaransl. Kykar aifHaIBIMBIHBIH Ka3ip OJJEKTPOHIBl KYXKaT alHalIbIM TEXHOJOTHSIApFa KOmry
KOMIIaHMSUTAPIbIH OM3HEC-TIPOLIECTEPiHIH JKBUIIAMIBIFBIH TYOCreiii  JKeJCNCTi KaHa KoiMaii, Kara3s
TachIMaNIayIIblIapAal 0ac TapTKaH Ke3le KapakaTThl YHEMJIEYAl KaMTaMachl3 eTelli,2JICKTPOHIBIK
KyKaTTapiel OHJICYIeri KeIl oOlepalusuiapapl  OapblHINA —a3alTy YOIH KacaHIObl HHTEIUICKT
TEXHOJIOTHSUIAPbIH KOJIaHy THIMII OOJBIN caHajaabl. Makaiaia KoCIMOPBIHAAPIBIH JKYMBIC MPOIEC
Ke31HJe KOJIAHBUIATHIH KYKATTapbIH 3JICKTPOHIBI TYPre ©3repTy/ie )KOHE AIICKTPOH/IBI KYKAT anMacya
KOJIIAHBUTATHIH JKacaH (bl MHTEIUICKT TEXHOJIOTHSIIAPBIHBIH MYMKIHAIKTEPiH KapacThIPaThIH OOJTaMBbIH.

MoTiH KYpBUIBIMBIHA Kapai KOJIAHBUIATHIH JKaCaHIbl MHTEJUIEKT MIICTEpPiH, HEUPOHIBIK KelilIepiH
KapacThIpy JKOHE OJapIblH JKYMBIC TPOILIECTEpiHE Taijay skacaublHaabl. KyXKaT KypbUIBIMBIHA Kapai
OemiHiN, KypbUIBIMAAphl OOMBIHIIA  HEWPOHIBIK Kenijep Konmganputagsl. CypeTrTepai TaHy YINiH
TaHOANMAP/IBIH CUTIATTaMaNapblHA COMKeC TaHYyIBIH OPTYPJl 9IICTepiH KoimaHyra Oonaapl. Makamama
CypeTTepAl TaHy >KYMbIC MEXaHH3Mi, KyKarTtapiasl eHjaey mpoiecci, NLP anropurmaepiHiH >KyMBICHIH
cunartaipl. KocinTik yibIM KYKaTTapblH OHJIEY, OHJIa KOJJAHBUIATHIH JKacaH (bl HHTEJUIEKT KOMETIMEH
KOCIIOPBIH KY)KaT aifHaJIbIM CallachblH KOTEPil, YaKbIT YHEMAUTIrT MEH IIBFBIHAAp/Abl a3alTyFa bl
KeJei.

KinTrik ce3aep: »acaHabl HHTEIUIEKT, JIEKTPOHBI KYXKaT, HEHPOHBIK e, peKyPPEHTTIK XKeiep,
NLP.

MexaHu3M MeTO10B, HCNI0JIb3YyEMbIX NPH PadoTe ¢ JOKYMEHTaMu U 00padoTKe
AOKYMEHTOB C MOMOIIbI0O HCKYCCTBEHHOI0 MHTE/JIEKTA

Cakramosa YMit
MexnyHnaponHelii yauBepcuteT Actana, Hyp-Cynran, Kazaxcran,
Saktashova98@gmail.com

AHHOTAIUs. ABTOMaTH3allMsl IPOIECCOB aHanmmu3a, oOpaboTKM W mepedaun uWHPOpPMANUK TpH
pa3paboTke MHPOPMAIMOHHBIX CHCTEM CHIDKAET CIIOKHOCTh Pealu3allii, BpEMEHHbBIE U MaTepHAIILHBIC
3aTpaThl, 0CBOOOXKIAET pecypchl pa3pabOTYMKOB ISl pEIleHHs] 0ojee CIIOKHBIX W TBOPYECKHX 3ajad.
[epexox MOKyMeHTOOOOpOTa celdyac Ha TEXHOJOTHH SJIEKTPOHHOTO JOKYMEHTOOOOpOTa HE TOJBKO
KapAMHAIBHO YCKOPSAET CKOPOCTh OM3HEC-TIPOIIECCOB KOMIIaHMIA, HO U 00ECTIeUnBaET IKOHOMUIO CPEJICTB
MpU OTKa3e OT OyMaXHBIX HOCHUTENICH, IS MHHHMH3AIIUH OOJBITMHCTBA OMepanuid Mmpu oOpaboTke
QJICKTPOHHBIX OOKYMCHTOB 3(1)¢)GKTI/IBHLIM CUHTAETCS MCIIOJIL30BAaHUE TEXHOJIOTHUHN HUCKYCCTBCHHOTI'O
WHTEIUICKTa. B craTthe s paccMOTPIO BO3MOXKHOCTH TEXHOJOTHH HWCKYCCTBEHHOTO WHTEIUICKTA,
UCIIOJIB3YEMBIX B MPOIECCe padOThl MPEANIPHUITHIA, B TPeO0Opa30BaHUM JOKYMEHTOB B 3JICKTPOHHBIE U B
oOmMmeHne QJICKTPOHHBIMU JOKYMCHTaMHU.

B 3aBucuMocTH OT CTPYKTYpbl TEKCTa TIPOBOJUTCS PACCMOTPEHHE NPUMEHSEMBIX METOJI0B
WCKYCCTBCHHOTO WHTEJUICKTa, HEHPOHHBIX CETel M aHajdu3 WX pabouyux MmpoieccoB. B 3aBucuMoctu OT
CTPYKTYphl JOKYMEHTa HCIONB3YIOTCS HEWpOHHbIC ceTh. JIyis pacrmo3HaBaHUs H300paKeHHS MOTYT
UCTIONIb30BaThCs  Pas3iMyHble METOABI pACIO3HABAHUS B COOTBETCTBHM C  XapaKTEPUCTHKAMH
pacno3HaBaeMbIX CHMBOJIOB. B cTaThe OmuChIBacTCS MEXaHU3M pabOThl pacCHO3HABAHUS H300paXKEHUIA,
mpoiiecc 00paboTKH T0OKyMEHTOB, pabota anroputMoB NLP. O0paboTka 10KyMEHTOB MPodecCuoHaIbHOM
OpraHu3aliy C TOMOIIBI0 HCKYCCTBEHHOTO WHTEJIEKTa, NMPHUMEHSEMOTO B HEH, TMOBBIMIACT KAaueCTBO
JIOKYMEHT0000POTa MPEATIPHUSITHS, TIPUBOJUT K SKOHOMHUH BPEMEHHU U CHIXKCHUIO 3aTpaT.

KaroueBble cj10Ba: WCKYCCTBCHHBIM WHTEIUICKT, D3JICKTPOHHBIA JOKYMEHT, HEHWPOHHAas CETh,
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pexyppeHTHble cetu, NLP.
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