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Abstract. A convolutional neural network is the structure of a neural network with multiple hidden
layers that combines artificial neural network and deep learning. At present, the convolutional neural
network, as a deep learning method widely used in various computer fields and effective in processing
image information, can learn the features in the image after training, and complete the extraction and
classification of image features. Therefore, it is widely used in computer vision research such as image
processing and pattern recognition. Although the general structure of the convolutional neural network is
very similar to the ordinary artificial neural network, it has a perfect effect on large-scale image datasets.
This paper aims to sort out the convolutional neural network and its structural characteristics and
advantages, introduce and analyze the basic working principle of the convolutional neural network, and
realize the application example of CNN model training in image feature extraction and recognition.
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1. Introduction

With the rapid development of Internet information technology, processing more and more
image data has become one of the popular research directions in the field of computer vision. As
one of the ways to process image data, deep learning is also developing rapidly. It has been
widely used in speech recognition, natural language processing, computer vision, and other
fields, and has achieved great success. This article mainly introduces a neural network that is
very effective for processing images-convolutional neural networks. The characteristic of
convolutional neural networks is that the characteristics of each layer are obtained by the local
area of the previous layer through the convolutional core excitation of shared weights. This
feature makes convolutional neural networks more suitable for the learning and expression of
image features than other neural network methods, and they have very good results on large-
scale image data sets. This article will conduct comprehensive research on convolutional neural
networks, which mainly includes the basic structure and working principle of convolutional
neural networks, followed by examples of the application of convolutional neural networks.

2. Convolutional neural network and its structure
2.1 Convolutional neural network

Convolutional neural networks originally originated in 1962. Biologists Hubel and Wiesel
[1] discovered a cell that covers the entire visual domain and is sensitive to local areas of the
visual input space, called the sensory field. In 1980, Fukushima proposed a neurocognitive
machine with a similar structure based on the sensory field [2]. Neocognitron is a self-organizing
multi-layer neural network model that stimulates the response of the local sensory field of the
previous layer to each layer. It is also the main learning method of convolutional neural networks
in early learning. After that, in 1998, LeNet-5 proposed by Lecun[3] et al. used a back-
propagation algorithm to conduct supervised training of neural network networks. The trained
network converts the original image into a series of feature vectors through alternately connected
convolutional layers and downsampling layers, and finally classifies the feature expression of the
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image through a fully connected neural network. This is the earliest convolutional neural network
model. In 2012, A. AlexNet proposed by Krizhevsky [4] and others won the championship in the
image classification competition of ImageNet, a large-scale image database, with a huge
advantage of accuracy exceeding the second place by 11%, making convolutional neural
networks the focus of academia, and it is widely used in optical character recognition, face
recognition, image classification, identity recognition, traffic sign recognition, aircraft image
recognition and even graph feature analysis.

Convolutional neural networks are a deep learning method specially designed for image
classification and recognition developed on the basis of artificial neural networks.

Traditional artificial neural networks consist of three layers: an input layer and an output
layer, with multiple hidden layers in the middle. There are several neurons in each layer, and
each neuron in the latter layer between the two adjacent layers is connected to each neuron in the
previous layer, and there's no association between the neurons within the same layer (Figure 1).

hidden layer 1  hidden layer 2 hidden layer 3

input layer

Figure- 1. An example of an artificial neural network model with an input layer, output layer, and
3 hidden layers [5].

When this kind of neural network is trained, each neural network can be used, but because
the neurons in the two adjacent layers are all connected, the image processing speed will be
limited by the many parameters generated. Therefore, based on artificial neural networks,
convolutional neural networks add partially connected convolutional layers and dimension
reduction layers in front of the original fully connected layers, and all the upper and lower
neurons of CNN are not directly connected, but through the ‘convolution kernel’ as an
intermediary. The same convolution kernel is shared among all images, and the image still retains
its original positional relationship after the convolution operation. For images, if there is no
convolution operation, the number of parameters learned is disaster-level. The reason why CNN
is used for image recognition is precise because the CNN model limits the number of parameters
and excavates the characteristics of the original structure. In addition to snappily training images
through this special convolutional structure, CNN can also reduce the quantum of memory
enthralled by the deep network and palliate the overfitting problem of the model.

At the same time, compared with fully connected neural networks similar to CNN, CNN
has the characteristics of local connectivity and weight sharing. This kind of neural network not
only reduces the training parameters a lot but also conforms to the characteristics that the closer
the pixels in the natural image, the greater the impact on the pixels next to it. The weight sharing
of the convolutional neural network constitutes the convolutional nucleus, and after it is
convoluted with a given image, certain features of the image can be extracted. In the process of
image processing, through the training of many different convolution kernel parameters, different
image features of the same image can be automatically extracted [6].
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2.2 Structure of convolutional neural network

The structure level of convolutional neural networks is more complex than traditional
neural networks. The convolutional neural network consists of an input layer, a convolutional
layer, a pooling layer, a fully connected layer, and an output layer to form the basic structure.
The input and output layers are responsible for receiving and outputting. Convolutional layers
and pooling layers generally alternate in pairs. Since the neurons of the characteristic surfaces in
the convolutional layer are locally connected to their inputs, the corresponding weights are
weighted and summed with the local inputs, and the bias values are added to obtain the input
values of the neurons. This process is equivalent to the convolutional process, and the
convolutional neural network is also named after it.

Convolutional neural networks belong to feedforward neural networks. Through
convolution, pooling, and nonlinear activation perform mapping, high-level semantic
information is stripped from the original data layer by layer, which is a feedforward operation.
After each convolutional layer, there will be a pooling layer. This is because the information is
mapped from low-dimensional to high-dimensional at this time. There are many parameters and
the dimension is too high. It is not suitable as the input of the next layer of neurons, so the output
of this layer must be processed in a dimensionality reduction, so the pooling operation is
introduced. However, it's easy to get overfitting and indeed lead to a dimensional disaster, If you
don't reduce the dimension of the data.

3. Principles of convolutional neural network extraction of image features and
recognition

Convolutional neural network recognition of an image divides a complete picture into
many small parts, extracts the features in each small part, after multiple or parallel automatic
feature extraction, and then summarizes each image feature together. The image recognition
process can be completed with a high degree of accuracy once the similarity is compared.

3.1. Extraction and recognition of image features

3.1.1Establish a convolutional layer to extract preliminary features.

After the input layer converts an input picture into numerical data that the computer can
understand, the convolutional layer will divide the picture data received from the input layer into
blocks and extract features from each block. The convolutional nucleus is at the core of the
convolutional layer and is responsible for extracting local features from the picture. Each
convolution core has a constant bias in the convolution layer, which is a numerical matrix. The
elements of the matrix plus the bias contribute to the weight of the convolution layer, and the
weight is used for updating the network iteratively. Weight sharing and a local sensory field each
convolution operation only needs to consider the colors, contours, textures, and other information
present in the part of the area where it is performed; the size of the local sensory field is the scope
of the convolution kernel. There is only one convolution layer. In multilayer convolutional
networks, it can be fed back layer by layer. As a result of repeated iterations, the size of the
sensory field in the original input image, as well as that of the multi-layer convolution layer, can
be determined. All previous convolution layers of the layer are related to the convolution kernel
size. This is known as weight sharing. Each convolution kernel is unchanged except for the
weight update after each iteration. If the value of each convolution kernel is different, the
convolution kernel is different as well. The convolution kernels extract features from the image
if some convolution kernels extract the color characteristics of the image, contour characteristics,
etc. The convolutional layer is made up of multiple feature surfaces. Multiple neurons from each
feature surface and each of these neurons are connected to the local area of the feature surface of
the previous layer through the convolutional nucleus. The feature map of the previous layer is
convoluted by a learnable convolution kernel, and then the output feature map is obtained through
an activation function. In the output feature map, the values of multiple feature maps can be
combined and convolved.
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3.1.2 Create a pooling layer to extract the key features.

After each convolutional layer, there will be a pooling layer. This is because the
information is mapped from low-dimensional to high-dimensional at this time. There are many
parameters, and the dimension is too high. It is not suitable as the input of the next layer of
neurons, so the output of this layer must be processed in a dimensionality reduction, so the
pooling operation is introduced. The pooling layer is more effective than convolutional in
reducing the dimensions of data. The pooling layer obtains features with spatial immutability by
reducing the resolution of the feature surface, which plays the role of secondary feature
extraction. Doing so can not only greatly reduce the number of calculations. If the pooling layer
does not remove the unimportant feature information in the feature matrix, it can easily cause
overfitting and even lead to dimensional disaster. The commonly used downsampling layers are
maximum downsampling, random downsampling, mean downsampling, etc. Mean
downsampling is to take the average value of the downsampling part to replace all the values in
this part; when maximum downsampling is performed, the maximum value is taken in the
sampling area; when random downsampling is performed, random values are taken in the
sampling area according to certain algorithm criteria.[7] The main roles of downsampling are to
reduce the spatial size of the data body, reduce the number of parameters in the network, reduce
the overhead of computing resources, and more effectively control overfitting.

3.1.3 Establish a full connection layer to summarize the functions of each part

In the convolutional network structure, at least one fully connected layer is connected after
the last pooling layer. Each neuron in the completely connected layer is completely connected to
all neurons in the former layer. The fully connected layer can integrate local information with
category differentiation in the convolutional layer or the pooling layer. The output value of the
last completely connected layer is passed to the output layer. In actual use, the fully connected
layer can be realized by a global convolution operation; that is, a convolution kernel of the same
size as the image matrix output of the previous layer is used to do convolution operations with
the output of the previous layer so that a matrix can be mapped to a number, and a combination
of multiple such convolution kernels can map the image matrix output of the previous layer into
a fixed-length feature vector. In general, the length of the feature vector corresponds to the
number of categories classified. This feature vector is obtained by highly purifying the image
features obtained through multiple convolutional layers, pooling layers, and activation functions.
This feature vector has high-level feature information, that is, it contains the combined
information of all the features of the input image after various operations. This information is the
most characteristic feature of the image. Therefore, the image can be classified by outputting the
probability value of the specific category to which the image belongs through this information.

From the different and common features of an image, a neural network can be used to
identify a specific image among tens of millions. After analyzing the image processing process
of convolutional neural networks, the special hierarchical structure of CNN has a very good effect
on image feature extraction. In summary, the convolutional layer of CNN is responsible for
extracting local features in the image; the pooling layer is used to significantly reduce the order
of parameters (dimensionality reduction), and the fully connected layer is similar to the part of a
traditional neural network and is used to output the desired results.

3.2 Example of building a simple convolutional neural network model to process images

To realize the training operation of convolutional neural networks, this paper builds an
image classification model of convolutional neural networks based on the TensorFlow deep
learning framework and studies the steps of data preprocessing, model design, and construction,
iterative training, and predictive evaluation. Compared with TensorFlow, Keras uses the least
program code and takes the least time to make a deep learning model, train, estimate the delicacy,
and make prognostications. Enter the CIFAR-10 data set in the Python environment, normalize
the picture, data enhancement, and other preprocessing, and use Keras to construct an improved
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VGG16 convolutional neural network structure to model and predict the CIFAR-10 image data
set, and finally compare the accuracy and many different models by comparing different batch
sizes.

Keras is an open-source advanced deep learning library. Its design refers to Torch, written
in Python language, supports GPU and CPU, and is a highly modular neural network library. At
present, Keras provides two back-end engines: Theano and TensorFlow. On top of the two, Keras
provides APIs that allow users to focus more on model design and conduct model experiments
faster. These APIs encapsulate many small components from TensorFlow and Theano in the form
of modules, so the network that can be built using these two can also be built through Keras, and
there is basically no performance loss. The biggest advantage of using the Keras framework is
that it can save more time when building a new network structure.

3.2.1. Development environment

This practice uses the Python + TensorFlow + Keras development environment for
programming and model training. Among them, the Python programming language has a clear
structure, a rich standard library, and a strong third-party ecosystem, which can efficiently
implement complex machine learning algorithms; TensorFlow is a powerful deep learning open-
source framework developed by Google, which can easily perform high-performance numerical
calculations; Keras belongs to TensorFlow's advanced API, which encapsulates multiple module
components for deep learning, which can efficiently and quickly build complex neural network
models.

3.2.2 Model design

The CIFAR-10 data set contains 60,000 natural images, which are divided into 10 types.
Contains 50,000 training pictures and 10,000 test pictures. The data in the data set exists in an
array (stored in rows, each row represents an image). The first 1024 bits are the R-value, the
middle 1024 bits are the G value, and the last 1024 bits are the B value. In this article, the
experimental data set is simply cut and whitened, and the pixel values are sent to the neural
network for training[8]. In this article, a deep convolutional network model is designed based on
the CIFAR-10 data set. The architectural parameters of the model are shown in figure 2.

8 def create_model(input_shape):
# building the model
model = Sequential()

i

model. add (Conv2D
model.add (Activa elu”
model.add(MaxPooling2D(peol_size=(2, 2)))
model . add (Dropout(@.25))
model.add(Conv2D(filters=64, kernel_size=(3, 3), padding="same"))
model.add(Activation("relu"))

<=64, kernel size=(3, 3), padding="same"))

o
model.add(Conv2D(filters=128, kernel_size=(3, 3), padding="same"))
model.add(Activation("relu"))

model.add(Conv2D(filters=128, kernel_size=(3, 3), padding="same"))
model.add(Activation("relu"))

model.add(MaxPooling2D(pool_size=(2, 2)))

model. add (Dropout(@.25))

# flattening the convolutions

model.add(Flatten())

# fully-connected layer

model.add(Dense(1024))

model.add(Activation("relu"))

model.add(Dropout(0.5))

model.add(Dense(num_classes, activation="softmax"))

# print the summary of the model architecture

model . summary ()

# training the model using adam optimizer
model.compile(loss="sparse_categorical_crossentropy”, optimizer="adam", metrics=["accuracy"])
return model

Figure- 2. The CNN model structure in python environment (In order to train the model for
accuracy, the Adam optimizer is used)
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Figure- 3. A simple image recognition Web page based on the Python+TensorFlow+Keras
development environment, some of the results obtained are shown

3.2.3 Example analysis

In this paper, the TensorFlow deep learning framework is used to train the CNN model,
and it is trained and tested on the CIFAR-10 data set. The training method of cross-verification
of the data set is used to iteratively obtain the optimal model (figure 3).Through practice,
although the model training method has not reached the high accuracy rate of the CIFAR-10 data
set, it provides some ideas for the realization and training of the CNN model.

4. Conclusions

This paper studies the image processing technology grounded on convolutional neural
networks, combs the convolutional neural networks and their structural characteristics, builds a
simple CNN model, combines the existing image algorithms based on convolutional neural
networks, and uses CIFAR-10 as the data set to train its application analysis in image feature
extraction and recognition. It can be concluded that compared with traditional neural networks,
and convolutional neural networks, the convolutional structure of CNN and its own local
connectivity and weight sharing characteristics greatly reduce the complexity of the network
model. When entering a multidimensional image, the advantages of this feature are even more
obvious. It avoids the process of feature extraction and data reconstruction in traditional
recognition algorithms, making the calculation more concise. In general, convolutional neural
networks have unique advantages in the field of image processing and computer vision.
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Anjnarna. KOHBOJIONMSUTBIK HEHPOH/BIK JKeli jKacaHAbl HEHPOHBIK JKeJli MEH TepeH OKYJIbI
OipikTipeTiH OipHele >KacbIpblH KabaTTapbl Oap HEWPOHIBIK JKeli KYpPBUIBIMBL. Kasipri yaksiTTa
KOHBYJIbCUSUTBIK HEHPOHIBIK KeJll 9p TypJii KOMIIBIOTEPIIIK cajiaiapia KeHIHEH KOJIaHbLUIAThIH JKOHE
KECKIH TypaJlbl aKmapaTThl OHJIEY/Ie THIMAI TepeH OKBITY 9JIiCi PETiHJe KATTHIFy/IaH KeiiH KeCKiHHIH
EPEeKILETIKTEPIH 3epTTEN, KECKiH OenriiepiH ajay MEH JKIiKTeyai askrail amajapl. COHIBIKTaH OJ
KeCKIHZep/li OHAEYy JKOHE YIATiIHI TaHy CHSIKTHI KOMIBIOTEPIIK Kepy 3epTTeylepiHlie KeHiHeH
KoJ1aHbU1a(bl. KOHBYIIBCHSITBIK HEHPOH/IBIK JKETiHIH JKaJIBI KYPBUIBIMBI 9JIETTET] KacaH bl HEUPOHIIBIK
JKellire eTe yKcac OOJFaHbIMEH, OJ1 YIIKeH MacIlTa0TaFbl KECKIH MOJIIMETTEPIMEH KaKChI JKYMBIC 1CTEHII.
By MakanaHbIH MaKCaThI-KOHBYJIbCHSIIBIK HEHPOHIBIK JKEJiH1, OHBIH KYPBUIBIMIBIK CHIIATTAMaIapbl MEH
apTHIKIIBUIBIKTAPBIH TYCiIHY, KOHBYJILCHSUIBIK HEHPOHJBIK JKENiHIH HETi3ri NMPHHIWITH YCBIHY JKOHE
Taynjay, COHBIMEH KaTap KeCKiHHIH OenriyiepiH any skoHe TaHy yiriH CNN MoJieNniH OKBITYIbIH MBICAIIBIH
KOJIJaHy.

Tyiiin ce3aep: TepeH OKBITY; KOHBYJIbCUSUIBIK HEHPOHBIK KeJi; CypeTTi OHAeY; CypeTTi TaHy.

TEXHOJIOTUSI OGPABOTKH M30BPAKEHUI HA OCHOBE
CBEPTOYHOW HEMPOHHOM CETH
BakwiTayp 1., Adusosa I1.H., Tac6oaarynsr H.
Mexnynaponuslii yausepcureT Acrana, Hypcynran, Kazaxcran
shuakbakytnur@gmail.com
ORCID ID:https://orcid.org/0000-0002-0511-7000

AnHotanusi. CBepTouHas HEWpPOHHAS CETh CTPYKTypa HEHPOHHONW CETH C HECKOJBKHMH
CKPBITHIMH CIIOSIMH, KOTOpasi COYETaeT B ce0e MCKYCCTBEHHYIO HEHPOHHYIO CETh U TITyO0OKOe 00y4YeHHE.
B Hacrosmee BpeMst cBepTOYHash HEWpOHHAs CETh, KaK METOJ TIIyOOKOro OOYyYeHHUs, UIMPOKO
HCIOJIb3YEMbIH B Pa3IMYHBIX KOMIIBIOTEPHBIX 00MacTsaX U 3(h(EKTUBHBIN Ipu 00padoTKe HH(OPMAIIUU
00 M300paXeHNH, MOKET H3yJaTh 0COOCHHOCTH N300 PaKEHUS TIOCTIC OOYICHUS 1 3aBEPIaTh N3BICUCHIC
U KiIaccu(hUKAIUIO0 MPU3HAKOB M300paxkeHus. [103TOMy OH IIMPOKO HCIOJB3YETCS B HCCICIOBAHUSIX
KOMITBIOTEPHOTO 3pEHUS, TAKUX Kak 00paboTKa N300pakeHUH U pacro3HaBaHue 00pa3oB. XOTs oOmas
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CTPYKTYpa CBEPTOUHON HEHPOHHOM CETH OUYEHb IMOX0kKa Ha OOBIYHYIO HCKYCCTBEHHYIO HEHPOHHYIO CETbh,
OHa MpeKpacHo paboTaeT ¢ KpynHOMacIITaOHBIMU HA0OpaMH JaHHBIX H300pakeHuid. Llens aTol cTarbu
- pa3o0Oparbcsa B CBEPTOYHON HEHPOHHOW CETH, €€ CTPYKTYPHBIX XapaKTepHUCTHKaX U MPEUMYIIECTBAX,
MIPEACTaBUTh U MPOAHAIM3UPOBATH OCHOBHOM MPHUHITUI paOOTHI CBEPTOYHON HEHPOHHOMN CETH, a TaKKe
peayiM3oBaTh MpUMEp NpPUMEHEHUs oO0yueHuss Moxenu CNN s M3BJICUCHHS W PaCIO3HABAHUS
MIPU3HAKOB H300paskKeHHUS.

KuaroueBnble cioBa: [ mybokoe o6yduenue; CBepTodHas HEHpPOHHAS CETh; 00paboTKa N300paKECHUL;
pacmo3HaBaHue U300paKeHUH.
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