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Abstract. Data summarization, question answering, text categorization are some of the tasks
knowledge bases are used for. A knowledge base (KB) is a computerized compilation of information about
the world. They can be useful for complex tasks and problems in NLP and they comprise both entities and
relations. We performed an analytical comparison of two knowledge bases which capture a wide variety of
common-sense information - ConceptNet and Cyc.

Manually curated knowledge base Cyc has invested more than 1,000 man-years over the last two
decades building a knowledge base that is meant to capture a wide range of common-sense skills. On the
other hand, ConceptNet is a free multilingual knowledge base and crowdsourced knowledge initiative that
uses a large number of links to connect commonplace items. When looking for common sense logic and
answers to questions, ConceptNet is a great place to start.

In this research, two well-known knowledge bases were reviewed - ConceptNet and Cyc - their origin,
differences, applications, benefits and disadvantages were covered. The authors hope this paper would be
useful for researchers looking for more appropriate knowledge bases for word embedding, word sense
disambiguation and natural-language communication.

Key words: knowledge base, natural language processing, data summarization, question answering,
text categorization

Intoduction

A lot of research papers [1, 2, 3, 4] are devoted to the construction of Text to Knowledge
computing systems. All such projects are united by directions of Deep Learning and technologies
- Knowledge Base (KB) and Natural Language Processing (NLP). KB is a repository of
information, where it is stored not separately, but in the context of other data units. By extracting
data from natural language, we mean a machine that matches nouns with their entities and
sentences with their statements. Such a transformation is possible not for any subject area but only
where texts are subject to logical discourse and operate on facts (for example, jurisprudence,
pharmaceuticals and other hard sciences).

Communication in natural languages is only possible if there is a considerable amount of
general knowledge about the world that is shared between the various participants. By creating a
knowledge base of general knowledge about the world, as well as specific knowledge in a
particular field, they can be useful for a range of complex tasks and problems in NLP.

A knowledge base (KB) is a computerized compilation of information about the world that
usually comprises both objects and information, facts about them. Data summarisation [5], named
object disambiguation [6], question answering [7, 8], text categorization [9, 10, 11], coreference
resolution [12, 13], plagiarism detection [14] are some of the tasks that KBs are used for.

In addition to text processing, structured vocabulary experience with wide coverage is useful
for land applications such as geographic information systems and situated robots [15]. The
majority of early methods to create KBs were manual. With the advancement of the Web, there
are an increasing number of approaches to automatically generate KBs by collecting data from
Web corpora. YAGO, DBpedia, Wikidata, NELL, and Google's Information Vault are some of the
most well-known approaches. Some of these methods concentrate on Wikipedia, a free online
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encyclopedia.

Knowledge needed to understand any subject of interest is a key skill for interpreting and
deciphering the ever-changing world in the information society. Since much knowledge is
conveyed by linguistic communication, whether oral or written, understanding how words are used
to convey meaning is critical. Lexical information can be found in a variety of formats, including
unstructured terminologies, glossaries, machine-readable dictionaries (e.g. LDOCE [16]), and full
computational vocabularies and ontologies (e.g. WordNet [17] and Cyc [18]). Manually
developing certain services, on the other hand, is a daunting job. It takes decades to complete and
must be done all over again with any new language. Non-English language resources frequently
have much less coverage. As a result, analysis in resource-rich languages like English is clearly
favored.

Well-known knowledge bases have been developed as a result of the creation of information
retrieval approaches focused on the availability of a semantic framework for free text on the
internet, such as Google Knowledge Graph [19], NELL [20], YAGO [21], and DBpedia [22].
These databases were created by major companies, such as Wikipedia websites [23], or on a large
scale on the internet. Manually curated knowledge bases have also been created, such as the Cyc
project [24], which has a small concept space of just 120,000 concepts. The Cyc knowledge base
[25], according to Cycorp Inc., is the broadest, deepest, and most comprehensive repository ever
built. The Cyc project has spent the last two decades — roughly 1,000 man-years — developing a
knowledge base that is intended to capture a broad spectrum of common sense expertise. NELL
[21], KnowltAll [26], and ReVerb [27] are examples of automatic approaches. They include many
concepts found in scientific texts, but they fall far short of covering many concepts found in
scientific articles.

In addition, ConceptNet is a free multilingual KB that uses a rich collection of links to bind
everyday entities [28]. ConceptNet is a perfect place to start while searching for common sense
reasoning and responses to questions. Finally, BabelNet, which incorporates definitions and
relationships from WordNet, the world's biggest semantic lexicon, and Wikipedia, the most
frequently cited collaborative encyclopedia.

Today, there are three important challenges in technologies of KB exposed in Cyc and
ConceptNet, namely:

* Knowledge is logically contradictory and does not form a theory.

» The prediction for knowledge is poorly defined - the probabilistic assessment of the
applicability of knowledge drops dramatically in the process of logical inference.

* Predictions derived from knowledge are statistically ambiguous.

The solution to these problems is discussed, for example, in the work of L. De Raedt and K.
Kersting "Probabilistic logic learning”. Their solution is closely related to the issue of
probabilistic-logical learning, which is the integration of relational or logical representations,
probabilistic inference and learning. The author [29] has shown that the solution of the above three
problems is possible within the framework of a theory linking two approaches - probabilistic and
logical.

Comparative analysis

ConceptNet

ConceptNet [30], a large-scale and publicly available knowledge base comprising millions
of common sense statements presented in natural language [31]. ConceptNet was developed as
part of the MIT Media Lab's Open Mind Common Sense initiative [32], a crowdsourced
knowledge project that began in 1999. ConceptNet's graphical system of linked words/nodes for
representing information is particularly useful for textual reasoning over natural language
documents. The ConceptNet graph structure, which describes information in patterns of linked
word/phrase nodes, is especially useful for textual reasoning over natural language documents.
Figure 1 shows an overview of how such information is structured in ConceptNet.

Many practical word processing tasks for real documents are supported by ConceptNet
without the need for additional statistical learning, such as thematic list (for example, a news article
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containing terms like "guns,” "demand money,"” and "get away" may suggest the themes of
"robbery" and "crime"), affect-sensitivity (for example, this letter is sad and angry), and analogy
(e.g. "scissors”, "razor", "nail clipper” and "sword" are perhaps similar to "knife" because they are
all "sharp™ and can be used to "cut something"),a short description, causal projection, cold
grouping of records.

ConceptNet is an information graph that links natural language words and phrases to
statements through marked edges. Its information is gathered and revised on a regular basis from
a number of outlets, including expert tools, crowdsourcing, and purpose-built games. It is meant
to present general language comprehension information in order to enhance natural language
applications by helping them to better appreciate the meanings of the words people use.

ConceptNet provides vocabulary and world information from a variety of sources in a variety
of languages, as well as acting as a link between knowledge tools. ConceptNet, for example,
provides links to URLs defining astronomy in WordNet, Wiktionary, OpenCyc, and DBPedia in
addition to its own knowledge of the English language. Embedded word construction is not the
only use of ConceptNet, but it is a form of doing so that has strong advantages and is consistent
with current distributive semantics study.

For decades, Cyc [19] has been constructing a predicate logic-based common sense
information ontology. DBPedia [33] collects material from Wikipedia infoboxes, resulting in a
vast number of statistics, mostly for named individuals of Wikipedia articles. Since its content is
not publicly accessible, Google Knowledge Database [34] is probably the largest and most general
knowledge network.
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Figure 1 - Fragment of the ConceptNet Knowledge Graph

In contrast to these other tools, ConceptNet's function is to include a broad, free information
graph that focuses on the common sense definitions of words as they are used in natural language.
Because of the emphasis on words, it is particularly well suited to the concept of representing word
meanings as vectors, which is a ConceptNet strength. Word combinations are represented as dense
unit vectors of real numbers, with closely related vectors having semantic relationships. This
representation is appealing because it portrays context as a continuous space in which relatedness
and resemblance can be evaluated.

ConceptNet employs a closed class of relationships, such as IsA, UsedFor, and CapableOf,
that are structured to represent relationships independent of the language or source of the words
they connect. ConceptNet seeks to match its information services with the 36 partnerships that
make up its core package. The intent of these generalised relations is close to that of WordNet
relations like hyponym and meronym [35]. Although the edges in ConceptNet are directional,
certain connections, such as SimilarTo, are designated as symmetric in ConceptNet 5.5, and the
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directionality of these edges is irrelevant. Since word embedding will learn from what ConceptNet
understands, this knowledge base continues to play an important role in a field that has come to
focus on word embedding. As shown by recent findings, ConceptNet may improve the robustness
and correlation of word embedding with human judgment.

ConceptNet differs from other common information bases in a number of ways. ConceptNet,
in contrast to WordNet [36], which focuses on maintaining lexicographic knowledge and the
interaction between words and their context, retains a semantic network system that is intended to
collect sensible sense sentences. ConceptNet, in fact, has more relationship forms than WordNet.
Cyc [19], a knowledge base that focuses on standardizing common sense for effective logical
reasoning, is another comparable knowledge base. ConceptNet, on the other hand, is optimized for
inferring from natural language texts and, unlike Cyc, is not a proprietary system.

ConceptNet captures a wide variety of common sense information (as does Cyc), but it does
so in a more user-friendly way than higher-order logical notation. ConceptNet has quickly become
a useful dataset and resource for different forms of machine learning and NLP over the last decade,
owing to these advantages [37, 38, 39].

NLP learning algorithms, especially those focused on embedding terms will benefit greatly
from ConceptNet familiarity of graphical construction. ConceptNet can be used to create more
effective semantic spaces than distributive semantics.

Various use cases with ConceptNet are given in numerous articles. For example, the paper
“Semantic generation mechanism of news images based on Concept-Net” [40] suggests a news
image description mechanism based on the ConceptNet knowledge graph. The model authors
provide consists of two parts - extracting the image content and rendering with NLP to generate a
description of the news image. Another one paper [41] describes enhanced story representation by
ConceptNet to predict story endings. The authors propose to improve the representation of stories
by simplifying the sentences to key concepts and then modeling the latent relationship between
the key ideas within the story. Such enhanced sentence representation, when used with pre-trained
language models, makes significant gains in prediction accuracy without using the biased
validation data.

Besides, there are several papers about utilizing ConceptNet for sentiment analysis. For
example, the paper “KGPChamps at SemEval-2019 Task 3: A deep learning approach to detect
emotions in the dialog utterances” [42] describes an approach to solve a task where, given a textual
dialogue, the emotion have to be classified according the utterance as one of the following emotion
classes: Happy, Sad, Angry or Others. To solve this problem, authors experiment with ConceptNet
and word embeddings generated from bi-directional long short-term memory (LSTM) taking input
characters. As another example, Ramanathan, Vallikannu, and T. Meyyappan use sentiment
analysis to get people feedback about Oman tourism by social media messages in their paper [43].
The authors created their own Oman tourism ontology based on ConceptNet. Entities are identified
from the tweets using POS tagger and compared with concepts in the domain specific ontology.
After that, the sentiment of the extracted entities are determined by the combined sentiment lexicon
approach. Finally, semantic orientations of domain specific features are combined relating to the
domain.

In addition, there are some use cases regarding ConceptNet in the educational area. One of
them is described in the paper by Su, Ming-Hsiang, Chung-Hsien Wu, and Yi Chang [44] where
authors propose an approach to generate follow-up questions based on a populated domain
ontology in a conversational interview coaching system. The purpose was to produce the follow-
up questions, which are related to the meaning based on the background knowledge in a populated
domain ontology. Initially, a convolutional neural network was applied for selecting a key sentence
from the user answer. Then the authors used the neural tensor network to model the relationship
between the subjects and objects in the resource description framework triple in each predicate
from the ConceptNet for domain ontology population. Another work [45] reports on a
crowdsourcing experiment conducted with the help of the V-TREL vocabulary trainer (Telegram
chatbot) to gather knowledge on word relations to expand ConceptNet. V-TREL offers vocabulary
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training exercises generated from ConceptNet and collects, assesses the learners’ answers to
extend ConceptNet with new words.

Moreover, ConceptNet was used in game development. For instance, one of the works
introduces the Pokerator, a generator of creative Pokemon names and descriptions, based on user
input [46]. The names are generated by mixing words based on syllables or characters according
to a bigram language model. A concomitant description is generated by filling a template with
ConceptNet answers. Another example is the paper by Lo, Chun Hei, and Luyang Lin, where the
purpose is to refine 20Q, a computerized game of twenty yes-or-no questions that asks the player
to think of something and the system tries to guess what they are thinking [47]. Authors provide
possible research directions, mainly under the formulation of the problem as reinforcement
learning. They also investigate methods and potential challenges of incorporating the use of KB
for the game.

One more interesting use case is an android application named Talking Diary with a new
approach for note classification and scheduling to enable mobile users to automatically organize
their daily routine tasks with a single audio note [48]. The application contains three modules: auto
audio note classification, auto audio note scheduling, and working hour’s calculator. The proposed
model of classifier computes similarity score by extracting N-gram weights from ConceptNet to
execute classification.

Another research related to robotics proposes a new approach to connect household robot
sensor data to Linked Data in order to give robotic agents semantic product information about
objects that can be found in their environment, so that the action to be performed with a given
object can be inferred [49]. For this, authors use the robot’s belief state when recognizing a product
and link it to a product ontology that follows Semantic Web standards. Then they use the product
class information to fetch further information from ConceptNet that contains action information
(e.g. laundry detergent is used for laundering). At last, the action results are mapped to internally
known actions of the robotic agent, so that it knows which action can be done with the perceived
object.

Cyc

The Cyc Knowledge Base (KB) [19] is the most comprehensive and deepest source of
common sense knowledge ever created, with orders of magnitude more content than anyone else.
Cyc uses real-world axioms to think about the world and explain the data, but KB is not a database.
About 10,000 predicates, millions of sets and definitions, and over 25 million claims are used in
Cyc's knowledge base. Cyc will easily prove trillions of bits of used information about the real
world when combined with inference engines.

Douglas Lenat began the project at MCC (Microelectronics and Computer Technology
Corporation) in July 1984, and the Cyc ontology quickly expanded to about 100,000 terms during
the project’s first decade, from 1984 to 1994, and included around 1,500,000 words as of 2017.
This ontology included 416,000 collections (types, forms, natural species), slightly more than a
million individuals comprising 42,500 predicates (relations, characteristics, areas, resources,
functions), and roughly a million widely recognised organizations.

A significant number of additional concepts are indirectly used in the Cyc ontology. Cyc's
KB of general rules and common sense concepts, which contains these ontological concepts,
expanded from 1 million in 1994 to 24.5 million in 2017, which took over 1000 man-years to
construct. It's necessary to note that Cyc's ontology engineers tend to hold these statistics as
minimal as practicable rather than inflate them, as long as the information base's deductive closure
is not impaired.

At different levels of generality, the information in the Cyc KB can be subdivided into loosely
clustered, interrelated "blocks" of knowledge as shown in Figure 2. Cyc's interpretation of
metaphysics is the broadest block of knowledge, grading down to very basic knowledge of loosely
defined domains.Cyc is a long-term artificial intelligence (Al) project that seeks to build a
systematic ontology and KB that encompasses fundamental principles and laws on how the world

8



Comparative analysis of knowledge bases: ConceptNet vs CYC
A. Y. Nuraliyeva, S. S. Daukishov, R.T. Nassyrova

functions. Cyc focuses on tacit information that other Al systems can take for granted in the hopes
of capturing common sense knowledge. This is in contrast to evidence that can be discovered on
the internet, whether by a search engine or Wikipedia. When faced with new circumstances, Cyc
encourages semantic reasoners to execute human reasoning and be less fragile.

The architecture of Cyc's inference engine distinguishes two problems: epistemological
and heuristic, that is, what should be in the Cyc KB and how could Cyc efficiently extract
arguments hundreds of steps deep in a sea of tens of millions of axioms. The CycL language and
well-understood logical inferences could suffice for the former. Cyc used an agent group
architecture in the second, in which specialized reasoning modules, each with their own data
structure and algorithm, would "raise their hand" if they could work successfully on either of the
open sub-problems. There were 20 heuristic level modules (HL) in 1994 [50]. Then there were
over 1,050 HL modules in 2017.

The Cyc project's main aim has been to build a large knowledge base containing a stock of
formalized context knowledge useful for a range of logic and problem solving activities in various
domains since the beginning. Although systems possessing only specialized information of
particular domains have produced remarkable outcomes, Cyc's thesis is that these systems are
unstable [51] and impossible to apply to modern or unknown problems or problem domains [52].
This is particularly true in areas concerning natural-language communication or responses to
questions [53], where the problem domain's breadth is often difficult or impossible to completely
describe in advance.

uuuuuu

Specialized
Knowledge

ramework

Figure 2 - Cyc knowledge base topic map

This knowledge base is intended to help potential knowledge representation and thinking
activities that are unexpected (and also unanticipated). At the time, ontologies or slices of ontology
from the Cyc KB were used in a variety of applications, including CycSecure [54], the very early
Thesaurus Manager, and the Cyc "Digital Aristotle™ program [51].

Applications of the Cyc scheme include:

1. Terrorist identification based on information

The Terrorism Identification Knowledge Base [55] is a Cyc program or framework currently
in progress with the goal of preserving all information about "terrorist” organizations, their
participants, and those who operate their groups, as well as ideology, founders, guarantors,
alliances, programs, locations, capitals, competencies, priorities, events, tactics, and full metaphors
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for specific terrorist acts. The data is saved as mathematical reasoning files that lead to machine
sympathies and cognitive functions.

2. Encyclopedia

An encyclopedia is being created that overlays Cyc keywords on the Wikipedia sheets that
are occupied from the sides.

3. Clinical studies: methanalysis

By extending Cyc’s ontology and KB about 2%, Cycorp and Cleveland Clinic Foundation
(CCF) have built a system to answer clinical researchers’ ad hoc queries [56]. The system employs
a series of CycL (higher-order logic) pieces of open variables, which are then constrained by
medical domain awareness, human-like common sense, grammar, and other factors. There is a
way to merge these fragments into a single formal question that is semantically expressive.

4. Healthcare decision support system

The study [57] proposes a knowledge-based system using ontological engineering (by
adopting the Cyc method) to assist the creation of a robust foundation for establishing a decision-
making support system for the proper diagnosis and management of diseases (e.g. Typhoid Fever,
Malaria, Diarrhoea Diseases, Pneumonia, Anaemia) in Sunyani Municipality.

5. Healthcare: effective personalized cancer treatments

The Big C (‘C’ for Cyc) is a system designed to (semi-)automatically obtain, integrate, and
use complex mechanism models related to cancer biology by means of automated reading and a
hyper-detailed refinement process resting on Cyc’s logical representations and powerful inference
mechanisms [58]. Authors’ goal is to assist cancer research and treatment with the scale and
attention to detail that only computer implementations can provide.

6. Network Security

CycSecureTM is a network risk assessment and network monitoring application that relies on
knowledge-based artificial intelligence technologies to improve on traditional network
vulnerability assessment [54]. CycSecure integrates public reports of software faults from online
databases, data collected automatically from computers on a network and hand-ontologized
information about computers and computer networks. This information is stored in Cyc KB and
processed by the Cyc inference engine and planner to deliver detailed analyses of the security and
vulnerability of networks.

7. Assist in semantic summarization

An abstract description of record data is generated which focuses on the Cyc platform for
development. The system's knowledge base and inference engine help it to abstract new ideas that
aren't mentioned directly in the document. It makes use of the text's semantic characteristics and
syntactic structure. Furthermore, the knowledge base offers subject-matter insight and helps the
system to manipulate relationships between ideas in records, which is highly advantageous.

8. Smart Al education

The study [59] offers sixth-grade mathematics learning-by-teaching (LBT) system BELLA
built by slightly extending the ontology and KB of Cyc. The “teachable agent” Elle begins with
an understanding of the domain content close to the human student’s. There is a super-agent (Cyc)
which knows the domain content well. BELLA builds up a mental model of the human student by
observing them interact with Elle to decide what Elle’s current mental model should be to help the
user to overcome their current confusions.

Cyc's advantages is that it uses common sense intelligence to dismiss conclusions such as a
man becoming pregnant or a 20-year-old having served for 22 years if the inputs suggest so.

To overcome syntactic ambiguities, one must first comprehend the essence of sentences. This
enables machines to interpret and comprehend documents written in natural human languages
without being caught up in elliptical expressions, overt inconsistencies, or vague sentences.

The Cyc project has been criticized by many Al researchers for lacking a theoretical
foundation. However, Lenat contends that while the inference engine can perform deductive
reasoning based on database information, it cannot perform induction, that is, it cannot take new
data and produce new ideas or relationships. Furthermore, it is 'crystalline' in the sense that
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assertions are not probabilistically tested. Lenat replied to some of the objections by emphasizing
that Cyc is not attempting to create a full artificial general intelligence (AGI) and that it can be
quickly integrated into other Al initiatives.

Conclusion

Freebase, WordNet, DBpedia, and Yago are examples of KBs that have been successfully
developed and applied to a variety of NLP problems. Machine learning and representational
algorithms based on these KBs have advanced year after year in such diverse fields as information
graph 'embedding,’ question answering, and remote surveillance. ConceptNet and Cyc are the only
two cases of common sense logic that we are aware of.

ConceptNet has been described as a semantic network and Cyc has been described as a
resource that enables a better comprehension of sentence semantics in a variety of ways. Cyc works
on creating a universal schema higher-order logic for expressing sensible semantic statements and
can also be used to help reasoning structures [60, 61] that can make more complex logical
inferences. New statements are applied to the KB on a regular basis using a mixture of automatic
and manual methods.

For decades, Cyc has been constructing a predicate logic-based common sense information
ontology. In contrast, ConceptNet's function is to include a broad, free information graph that
focuses on the common sense definitions of words as they are used in natural language. Because
of the emphasis on words, it is particularly well suited to the concept of representing word
meanings as vectors, which is a ConceptNet strength.

Cyc, a knowledge base that focuses on standardizing common sense for effective logical
reasoning, is another comparable knowledge base. ConceptNet, on the other hand, is optimized for
inferring from natural language texts and, unlike Cyc, is not a proprietary system.

ConceptNet captures a wide variety of common sense information as does Cyc, but it does so
in a more user-friendly way than higher-order logical notation. Cyc is created by experts, while
ConceptNet is a crowdsourced knowledge project.

NLP learning algorithms, especially those focused on embedding terms, such as word
representations in vector space [62], will benefit greatly from ConceptNet familiarity of graphical
construction. ConceptNet can be used to create more effective semantic spaces than distributive
semantics. On the other hand, Cyc's advantage is that it uses common sense intelligence to dismiss
conclusions with no logic.

Regarding known use cases of ConceptNet and Cyc we can conclude that ConceptNet is
better represented in the scientific community as there are more relevant articles describing use
cases, than we found for Cyc. Besides, ConceptNet is more oriented towards the mass market
because there are many use cases in online media, sentiment analysis, game development, and
education. Use cases of Cyc are more narrow-profile, such as healthcare, clinical studies, and
network security.
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Abstract. In our work we see that the quality of translation has improved due to the creation of models
of translation from Turkish to English and from English to Turkic languages. Turkic-speaking languages
are structurally similar. Therefore, studying one of the Turkic languages, you can assemble a corpus for
other languages and apply it to the same model. This is done using the OpenNMT model (open neural
machine translation). The article shows the morphological, lexical, semantic increase of BIEU (translation
index) words and sentences of Turkic languages using OpenNMT. To increase the value of BLEU it is
necessary to increase the base in the case. In addition, the work provides a detailed description of the
construction of OpenNMT maodels. Experiments with the Kazakh language, one of the Turkic languages,
were conducted and the results were obtained. Words in the Kazakh language taken from the news. The
scientific work includes a review of the work of scientists who studied neural machine translation. It is
shown that the results of this work outperform the work of other researchers. Having created the neural
model of OpenNMT, you will see that the result of the translation is not the same as the online translation
from Google, Yandex. OpenNMT also takes less time to read data and saves memory. The results of the
experimental study show that the Kazakh-English and English-Kazakh language pairs gave good results in
translation.

Keywords: OpenNMT, Turkic languages, neural machine translation.

Introduction

Every year we can see that the quality of machine translation in all languages is improving
[1]. These languages include the group of Turkic-speaking languages. Languages that are part of
the Turkic-speaking languages: Turkish, Turkmen, Tatar, Kazakh, Kyrgyz, Uzbek, Uyghur, Tuva.
However, it is true that Google Translate, Yandex, Prompt machine translations still have many
errors in the translation of some complex, negative sentences, idioms, scientific texts.

Assessment of the quality of translating simple sentences using a machine translation Google,
Yandex Turkic languages are presented in table 1.

Table 1. Evaluation of the quality of translation of simple sentences by machine translation Google,
Yandex for Turkic languages

Source text Yandex MT Google MT Disadvantages

Turkic languages

JycThiM KAY9 My friend kiche My friend was Google translator
Mmaryp 4Yaibap KHI3H | WOre nice trousers wearing nice pants last | pays  attention to
une night punctuation.

(Tatar language) The Yandex

translation of the word
"kiche" is incorrect.

Cusun  Tobpuxmamka | No translation Let me congratulate you | Uyghur translation is
MKa3aT OeprH not included in Yandex.
(Uyghur language)
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It is understood as the
Tatar language.

Meni »xepre xKapatma | don't put me on the | don't put me on the | Directly translated a
(Kazakh language) ground ground regular expression
by tyrpuma ram xawm | It'sall intugridaandcan | This is out of the | The Yandex translation

OynuIIM MyMKUH eMac
(Uzbek language )

not be found

question

could not translate the
word "tugrida" and
completely lost the
meaning of the sentence

Birsey icmek istiyorum
(Turkish language)

I want to drink birsey

I want to drink soething

The Yandex translation
replaces the word
"something" with the
word "birsey"

Table 2. Errors in machine translation of texts of different genres

Genre

The original text is in
Russian / Kazakh

Google Translate

Yandex MT

Scientific

The study, published in
the journal Cell,
compared ‘brain
organoids' -- 3D tissues
grown from stem cells
which model early brain
development -- that were
grown from human,
gorilla and chimpanzee
stem cells.

Similar to actual brains,
the human brain
organoids grew a lot
larger than the organoids
from other apes.

Dr Madeline Lancaster,

from the MRC
Laboratory of Molecular
Biology, who led the
study, said: "This

provides some of the first
insight into what is
different  about the
developing human brain
that sets us apart from our
closest living relatives,
the other great apes. The
most striking difference
between us and other
apes is  just how
incredibly big our brains
are."

During the early stages of
brain development,
neurons are made by stem
cells  called neural
progenitors. These
progenitor cells initially
have a cylindrical shape

Cell KypHAITBIH/IA
KapUsIIaHFaH 3epTTey e
MUJBIH epTe JaMyblH
MOJENbACHTIH OaraHalIbl
Kacymanapan
ecipijreH «MHUIIBIH
OpPraHOUATAPB) - ajlaMm,
ropusia JKOHE
[IAMIIaH3€e
)KacyliaJapblHaH
ecipimres 3D
CAITBICTBIPBLIIBI.
Haxrsl Mura ykcac, ajiam
MUBIHBIH OPTaHOMITAPbI
0acka MalMbLIIAPIBIH
OpraHouATapbIHAH
e19yip OCKEH.

3eprreyni
MRC
Ouostorus
3epTXaHAChIHBIH
KBI3METKEI, JOKTOP
Mapenun  Jlankactep:
«bynr  pambein Kene
J)KaTKaH aJaM MUBIHBIH
0i3i eH JKAKbIH
TYBICTapbIMBI3/IaH,
Oacka Ia
MalMbLIAapaaH
epeKIIeNeH IpeTIH
epeKUIeTiKTepi Typabl
aJTFaIIKbI TYCiHIK
Oepeni. bizmin Oacka
MaiMbLU1Iap/1aH
alBIPMAIIBUTBIFBL - OYJI
0i31iH MUBIMBI3IBIH
KAHIIATBIKTEI YJIKEeH
eKkeHairi  ». MuUAbIH
JIAMYBIHBIH aJIFaIIKbI

TiHOEP

JKYPri3reH
MOJIEKYJIaJIbIK

Cell JKypHAITbIH/A
JKapUsUIaHFaH 3epTTeyae "'MU
OpraHouATapbl’ - MHJIBIH
epTe JaMyblH MOJEIbICHTIH
OaraHanbl  KacylIajgapiaH
ecerin 3D  TiHAep-anam,
ropwula JKOHE IIMMIIaH3e
OaraHanmbl KacylIaJapblHAH
ecipijirex.

Harpi3a MM CHSIKTHI,
MUBIHBIH OpraHOMATapHI
Oacka MalMBUIIAPIBIH
OpraHouATEpiHEe KaparaHja
onjeKaiiia Kem ocTi.
3eprreyni Oackapran MRC

aJgamM

MOJICKYJIAJTBIK, ouosorus
3€pTXAaHACBIHBIH  JIOKTOPBI
Maamuu  Jlarkacrep: "Oyi
0i3mi  eH  KakelH  Tipi
TYBICTAPBIMBI3/IaH, Oacka
AHTPOTIOUATHI

MalMbLIAApaaH

epeKIIeNeHTIH JaMbIll Kee
KaTKaH aJaM MHBIHAH He
epeKLIeTIeHEeTi i TypaJtbl
aJFaIKpl TyCciHik Oepeni. bi3
Oen  Oacka  MaiMBLIIAp
apacblHAarbl €H  KepemeT
alBIPMAIIBUTBIK-0YJT  O1371H
MUBIMBI3 KaHIIIATBIKTHI
Kepemer."

MHUJIbIH TaMYbIHBIH AJFaIIKbl
Ke3CHJIepiHIe HEeWpOHIap bl
HEUPOHJIBIK ~ MpeKypcopaap
Jern  arajaTelH  OaraHaJbl
JKacymanap Jkacaiael. by
MPEKYPCOPIIBIK  KacyIanap
Oacrankblaa IUTHH]TP
Topi3mi, Oyn onapnel Oipaei
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that makes it easy for
them to split into
identical daughter cells
with the same shape.

KE3CHIH/Ie HeUPOHIap B
KyHke OacTaymbliapbl
Ien  arajaTtblH  [IiH
JKacylajgapbl Kacanpl.
byn OacTayibl
xKacymanap 0acTankpiia
OHIUHAPIIK TIIHTe He,
COHIBIKTaH  ONapIbIH
minriHi Oipael eHmrinec
Kacymianapra OermiHyiH
KEHUTIETe .

mmiegl - Olpmeld  aHaBIK
Kacylianapra oHail Oemyre
MYMKIHTIK Oepei.

They are served as
features in our d-gram

model  replacing the
traditional n-gram
model.To obtain
dependency parse trees,
we first applied
TreeTagger for

tokenization and POS-
tagging. Next, we fed the
tagged output to the
MaltParser that we had
trained on the Russian
National Corpora.

Omnap pmoctypnii n-rpamm
MOJIEJIIH aJIMaCThIPAThIH
d-gram MOJIEITiHIH
epeKUIeTiKTepi peTiHae
KBI3MET erenl.
ToyenmimikTi Tannay
yuriH ~ 6i3  anmelMeH
TreeTagger-ni

TOKeHM3a1us xoHe POS-

TerTey YIIiH
KOJIJAH/IBIK,. Conan
kel 0i3  Peceiimig
VJITTHIK
KOPIOPAIUSChIHA
oKpIFaH  MaltParser-re

HIBIFAPBUTFaH OHIMIEPI]
KiOepiK.

Omnap 0i3iH d-rpamm
Mojenimizne goctypai  N-
rpamMMm MOZCIIH
aJIMacThIpaThIH GyHKIHS
peTiHae  KbI3MET  eTell.
ToyennminmiKTiH CHHTAKCHCTIK
TaJJay arallTapbiH aly YIIiH
JBIMEH treetagger-Ti
TOKeHM3anust koHe POS
TErTey YIIH KOJJIAH/BIK.
Coman keiiiH 013 Peceimig
VIITTBIK KOPITyCTapbIHaa
oKpiFaH MaltParser - #iH
OeJTiICHTeH HOTHXXECIH
TaMaKTaHIBIPIBIK.

Fiction

Then a lifetime went by. |

CopnaHn keiin Oykisn emip

Copnan keliin emip oTTi. MeH

bought my own | erri. Men  Cankr- | e3ime Cankr-IletepOyprren
apartment in St. | IlerepOyprren ©3 | IOTEP CcaThll AJIJABIM JKOHE
Petersburg and  was | maTepimMi caThIm ajaasIM | aTa-aHAMHBIH
walking around  the | sxoHe aTa-aHAMHBIH YHIH | MOHACTBIPBIH/IA KYpAiM,
parental abode collecting | apamamn xypimn, KuiMimai | Kdim MEH Kitarrap
my clothes and books | sxone KITanTapbIM/Ibl | )KMHAIBIM, aHAMHAH OJ[aH Jia
while begging my mother | sxunan kypin, aHama | ecki yeMoJlaHaapaa
for various knickknacks | Typmi COkkplIap MeH | caKTauFaH opTypmi
and for old fabrics stored | oman na YJIKEH | omIeKeiiep MEH €CKi
in even older suitcases. YeMoIaHaapaa MaTajgapabl CypabiM.
CaKTaJIFaH ecki
MaTaiap/bl CYpaIbIM.
What was it like? Maybe | byn KaHau eni? | byn He Oomawl? MyMKiH,

something like this: say
you have babies, they
grow up and turn forty,
and you get used to this
fact and live with it, and
then you rummage in the
closet and here he is, your
first baby, the way he
used to be—eighteen
months old, not able to
talk yet, sweet-smelling
like oatmeal and
applesauce, his face puffy
from crying, lost but
found, waiting for you all

MyMKiH, OCBIHIaM HOpCe
00JIybl MYMKIH: Ci3MIiH
OananapelHBI3 Oap nen
alTBIHBI3, ONap ecim,
KBIPBIKKa KeJe[i, al Ci3
OCBIFaH y#peHi,
OHBIMEH 6Mip cypecis,
COCBIH  ci3  1mKadTa
chIpilacachel3, MiHE OI
Ci3/iH AITFaIlKbI
OamaHp3, O OYPBIHFHI
o/lliciMeH - OH ceri3
alIbIK, oal  celmei
aJMalThlH, CYJIbl MEH
ajgMa Topi3zl XOmI HiCTi,

cizne Oayajap Oap eIk,
oJlap ecim, KBIPBIK Kacka
Tonaapl, ci3 Oyn  (akTke
ylipeHin, oHbIMEH Oipre eMip
Cypeci3, co/iaH KeiiH mkadka
KipiIT keTeci3, MiHe, OJI Ci3IiH

aJFalmIKel  OallaHpI3, ol
OYPBIHFBITAN-0H ceri3
alIIBIK, omi coHIIe

aJMalTBIH, CYJIBl MaWbl MEH
ajiMa CHSIKTBI TOTTI HWici Oap,
KO3 Kachl iICIHI€H, JKOFaJIFaH,
Oipak TaOBUIFaH, Ci3fi OCHI
OHKBUIIBIKTAP ABIH OopiH
mkadra kytin, Cizai makeipa
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these decades behind the | xbularannan OeTi | alMaabIHBI3—MIHE, Ci3 KaiiTa
storage chest in the | icinrewn, »xoranFaH, 0ipak | KOCBUIIBIHBI3.

closet, unable to call for | Tabeiaran, ci3oli  ochl
you—and NnoOw You are | OHIIAKTBI 3KbUI  OOifbI
finally reunited. mKagTarbl cakray
KOMMAaCBHIHBIH ~ apThIH/IA
KYTill ~ TYpFraH, ci3mi
[IaKplpa anMmaii - MiHe,
eHal  ci3gep  Kaiita
KaybIIITHIHBI3IAD

In the table above, we can see some mistakes in the texts of scientific and literary genres in
some complex sentences, in repeated sentences spoken by one author.

Let's take a look at the mistakes made by machine translators using one of the Turkic-speaking
languages, a corps of 20,000 lines consisting of Kazakh and English:

16%
14%
12%

10%

i
L

2%

6%

4%

2%

0%

Google Translate Yandex Translate Promt Translate

Figure 1- Errors in machine translations

Main part

The article uses the OpenNMT (Open Neural Machine Translation) model of neural machine
translation to improve the quality of machine translation.

Section 1. Since the 2000s, Kazakh scholars have been studying the models of machine
translations in the translation from Kazakh into other languages. The first research in Kazakhstan
was conducted by Tukeyev UA can be seen in the works of [2]. In subsequent works, in 2014-
2018, Tukeyev UA, who created a model for statistical machines. students Rakhimova DR [3] and
Kartbayev A.Zh. [4] can be noted. Tukeev UA In his works he studied the morphological structure
of words in the Kazakh language and created a model of distinguishing suffixes and suffixes [5].
In recent works, Kazakh scientists have used neural machine translation to distinguish
morphology. We can see that the translation rate has increased in this work. According to this
work, the Kazakh-English parallel corpus was used.

In the present study, data were used, as in [6]. They are produced by the OpenNMT method in
a neural machine.

Overview of the structure and model of OpenNMT neural machine translation

OpenNMT is open code created by neurons. Thanks to OpenNMT, data does not take up much
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memory, machine translation training takes less time. Implementation of training consists of three
stages [7]:

1) Data preparation. It consists of words, phrases and sentences compiled from Kazakh and
English, respectively, created in parallel in two files.

Data preparation is performed using the code onmt_build_vocab -config toy _en_de.yaml -
n_sample 10000. The location of the file must be specified. Write in the YAML configuration
file:data:

corpus_1:

path_src: toy-ende/src-train. txt

path_tgt: toy-ende/tgt-train. txt
valid:

path_src: toy-ende/src-val. txt

path_tgt: toy-ende/tgt-val.txt
Add the following information to the YAML configuration file:
Model training:
src_vocab: toy-ende/run/example.vocab.src
tgt_vocab: toy-ende/run/example.vocab. tgt
# Train on a single GPU
world_size: 1
gpu_ranks: [0]

# Where to save the checkpoints
save_model: toy-ende/run/model
save_checkpoint_steps: 500
train_steps: 1000

valid_steps: 500

In this model we prepare a learning step and a neural model.
Then we run this model on code onmt train -config toy en de.yaml.

In translation, it translates 1000 words or sentences from a pre-rendered file. To translate it,
write the code onmt_translate -model toy-ende / run / model_step_1000.pt -src toy-ende / src-
test.txt -output toy-ende / pred_1000.txt -gpu 0 —verbose.

Section 2. Carry out experimental research on the translation of one of the Turkic languages into
Kazakh and show the results

One of the Turkic-speaking languages, Kazakh, was used in the experiment. Kazakh-English
and English-Kazakh pairs of neural machine translations were used. A total of 109970 phrases and
sentences were compiled and created. The calculation process lasted for 3 days.

Table 3. The result obtained in OpenNMT

Language pair Speed (tok /s) BLEU
Kazakh-English 4185 20.56
English-Kazakh 4185 20.05

As aresult, it can be seen that the BLEU value is high for Turkic-speaking languages. To give
a better result, you need to increase the data in the case.

Conclusion

Summarize the results obtained and note the work that is still under consideration.

By creating an OpenNMT neural model, you can see that getting a translation is no less than
online translation from Google, Yandex. However, it can be seen that the translation result can be
improved only by increasing the data in the cases. OpenNMT also takes less time to read data and
saves memory. As a result of experimental research, it can be seen that the Kazakh-English and
English-Kazakh language pairs gave good results in translation. The next study is to obtain
translations of other Turkic languages according to this model. For this purpose, a corpus will be
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assembled for other Turkic-speaking languages.
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Abstract. This article considers the problem of face detection in the case of 3D and discusses
the current state of the problem, describes the principles of operation of existing 3D detection systems. The
fact is that the methods for reconstructing a three-dimensional face model have limitations and drawbacks,
which do not allow using them to effectively solve the problem of detecting faces from a video sequence.
The methods of restoring the shape from motion, based on matrix factorization, restore the three-
dimensional coordinates of only some points of the object, therefore, the problem of interpolating its surface
between the restored points of the model arises. Reconstruction of a three-dimensional scene from a pair of
images taken at different angles can give an accurate three-dimensional image for almost all points of the
original scene, but requires high accuracy of data on the relative position of the cameras. Methods for
obtaining a shape from shadows do not allow correctly recovering three-dimensional information about an
object in real conditions, when the nature of the illumination is unknown and can be arbitrarily changed.

In research process, the common methods of face recognition in 3D at a given point in time were
initially considered. Based on the analysis and research of existing methods, methods for solving a key
problem in the field of three-dimensional face recognition - obtaining three-dimensional information about
a face are presented.

Keywords: face detection, SFM, PCA, restoration of 3D model of the face.

Introduction

Considered theme must be a grandiose event, most of which have not arrived yet, but are still
rising through the present asphalt. Face detection technology is one such occurrence. By the
observation, face detection and recognition was mass manufactured in 2017, also now already
continued to demonstrate brilliant effectiveness. And terrify whole states to shaking knees.

It is clear that face detection is one of the most promising methods of biometric contactless
identification of a person by face. The first face detecting and recognition systems were
implemented as programs installed on a computer. Nowadays, facial recognition technology is
most often used in video surveillance systems, access control, on a variety of mobile and cloud
platforms. The Massachusetts Institute of Technology Journal - MIT Technology Review included
facial recognition technology in its 2017 Top 10 Breakthrough Technologies [1].

It is known that one of the main tasks in the field of visual detection is still face detection. A
lot of research and development is devoted to this problem, however, the effectiveness of existing
face detection systems is still far from human capabilities.

Currently, a relevant and intensively developed direction of research in the field of detection
of visual images, especially faces, is the direction associated with obtaining three-dimensional
information about an object.

3D detection algorithms [2] use information about the depth and curvature of the surface,
unlike 2D detection systems [3] that traditionally use features based on the brightness of image
pixels. Consequently, 3D descriptors are more accurate in describing surface features; better suited
for describing the properties of the face in the cheeks, forehead and chin; invariant to angle and
lighting.

At the moment, there is a task of creating a face detection system based on extracting 3D
information from a video stream, which consists in the following: a person sequentially turns his
head in three degrees of freedom (tilts forward-backward and left-right, turns left-right) in front of
the camera, according to the resulting sequence of frames is built a three-dimensional model of
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the head and face detection is performed (comparison of the resulting model with the available
models in the database).

The main goal of this article and research is to consider modern methods of 3D face detection
to solve the problem of developing an effective face detection system.

The current state of the problem of 3D face detection

Currently existing 3D face detection systems use special equipment to reconstruct a three-
dimensional face model (sensory systems). Touch 3D detection technologies fall into three
categories:

1. Stereo. Two cameras with a known relative position are used to obtain a stereopair of object
images; the corresponding points are found on the obtained images and the position of the matched
points in three-dimensional space is calculated.

2. Structured light. This approach uses a camera and a light projector: the structural light
projects onto the face a special texture, and the camera registers the distortion of this texture on
the volumetric object. Using recovery methods shape by texture is calculated the location of points
in three-dimensional space.

3. Laser scanning. Laser scanners use light as a source to detect the distance to the scanned
object. They measure the reflection time of the laser from the object and receive information about
the depth of the points on its surface.

Despite the fact that such technologies give a very high result (detection error within one
percent), even with ideal illumination, sensory systems are subject to drawbacks: a frequent case
is the appearance of artifacts in the model in the form of "holes" and "protrusions” due to missing
data and recovery errors. Another disadvantage of sensor systems is a small depth of field for
obtaining the necessary information, for stereo systems - about 0.3 m, for systems with structured
lighting - about one meter. Another disadvantage is complex and often expensive equipment.

Nowadays, the following companies that are involved in the development of 3D sensor
detection technology can be noted: Geometrix (USA), Genex Technologies (USA), Bioscrypt
(Canada), L-1 Identity Solutions (England). In Russia, the Artec Group is working in this direction.

3D face detection systems that do not use additional equipment exist only as experimental
developments and do not yet have commercial applications.

Some ways to obtain 3D face information

In order to obtain three-dimensional information about an object, algorithms are used, united
in the English-language literature under the name "shape from X" (obtaining a shape using X),
where X means a variety of methods [4]. Let us consider those of them that are most promising
from the point of view of solving the problem posed in the introduction.

Restoration of the shape by shadows (shape from shading, SFS). The task of restoring the
shape of an object by changing the brightness of the image pixels is based on a person's ability to
determine the shape of an object using visual information about the nature of light reflection on its
surface. This task is a task inverse to the task of visualization (rendering), when the brightness of
a point of the simulated scene depends on a number of factors and is calculated according to a
given mathematical lighting model [5].

Among the factors affecting the brightness of a point on the surface of an object, the following
can be distinguished:

1. Properties and location of light sources.

2. Characteristics of a surface that determine its reflective properties.

3. Orientation of a surface area corresponding to a given point in space.

4. The point of view of the observer

As a mathematical model of the interaction of light and a surface, the Lambert scattering model
is usually used, which describes the function of the dependence of the brightness of an image point
on the intensity of a single light source, albedo (reflection coefficient) of the surface and the scalar
product of the unit normal to the surface and the direction vector to the light source.
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Since this mathematical model contains a large number of unknown parameters, in order to
reduce the SFS problem to a solvable form, various simplifications are applied, mainly regarding
the direction of illumination.

Accordingly, the disadvantages of "shape from shading" algorithms are: the need for a priori
knowledge of the law of scattering, too general assumptions about the reflective properties of the
surface, leading to incorrect reconstruction of the surface shape. The problem of restoring the
shape from filling from the point of view of face detection is most fully covered in [6].

Reconstructing a shape from a stereo pair

Construction of 3D models from a stereopair is traditionally considered as two sequential
tasks: stereo comparison and construction of 3D models from a set of points. The task of the
algorithm is to obtain data on the distance to objects in the scene, on the basis of which a disparity
map is built.

Most of the existing stereo matching algorithms can be divided into two categories of
solutions: local and global. Local methods are based on finding feature points and matching them
between two frames. Global methods look for a correspondence between images for each pair of
pixels, and since there are areas where any texture is missing, smoothness constraints are imposed.
Good algorithms look for the displacement map as a piecewise smooth function, with a limited
number of discontinuity lines, and take into account that some points are visible in only one image.
Generally speaking, local algorithms are less computationally expensive, while global algorithms
generate more accurate displacement maps.

Reconstruction of a three-dimensional scene from a stereopair is capable of giving a high-
quality result and restoring a three-dimensional image for almost all points of the original image,
however, it requires high accuracy of calibration of the stereopair cameras.

With a lack of the spatial structure of an object (the absence of pronounced characteristic points
and texture), stereo restoration algorithms find only rough details of the object's shape.

Shape from motion (SFM) restoration

This method of reconstruction of three-dimensional scenes uses the relative movement
between the camera and the scene in a sequence of images [7]. As in stereo reconstruction, the
SFM problem can be divided into two subtasks: finding a one-to-one correspondence of
characteristic points on successive frames and scene reconstruction. But there are also some
important differences. The difference between successive frames is much less than between
images in a typical stereo pair, since the video is shot at a frequency of several tens of frames per
second. Also, unlike stereo, in motion the relative displacement between camera and scene is not
necessarily caused by the same 3D transformation.

In terms of matching, the SFM algorithm provides many closely related images (video frames)
for analysis, and this is an advantage of this approach. First, tracking techniques can be used here
that use the history of movements to predict differences in the next frame. Second, the matching
problem can also be viewed as the problem of assessing the apparent motion in an image (optical
flow).

As a rule, two types of methods are used to determine correspondences. Differential methods
use time derivatives estimates and therefore require a dense sample of sequential images. This
method works with every pixel in the image and results in dense measurements. Other methods
use a Kalman filter to match and track point characteristics. These methods work with a small
number of image points and result in sparse measurements.

In contrast to the problem of finding matches, the problem of reconstruction in this approach
is more complicated than that of stereo restoration. Restoring motion and structure frame by frame
IS more sensitive to noise. This is because the baseline between successive frames is very small.

In the problem of shape restoration from motion, matrix factorization algorithms are used, with
the help of which it is possible to restore the position and orientation of cameras, the internal
parameters of cameras (focal length), i.e. parameters that are very often unknown. In addition, a
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large number of frames makes it possible to check the correctness of the matching. Additionally,
in a number of cases, you can also obtain estimates of the reconstruction accuracy that correspond
to a given scene.

SFM methods based on matrix factorization do not work directly with images, but require as
input the coordinates of the characteristic points of the images in pixels and the presence of a
marker (number) for each characteristic point, and the same point of the real scene must correspond
to the same marker. Thus, the three-dimensional coordinates of only some points of the scene are
restored; therefore, the problem arises of interpolating the scene surfaces between the restored
points of the model.

3D face detection algorithms

Among the various approaches of 3D detection, three main ones can be distinguished: analysis
of the shape of the 3D surface of the face, statistical approaches and the use of a parametric model
of the face [8].

Analysis of the shape of a 3D surface. Methods based on the analysis of the shape of a three-
dimensional image of a face use local or global characteristics of the surface that describes the
face, for example, curvature, line profiles, metrics of distances between two surfaces.

Surface curvature is used to segment the surface of a face into features that can be used to
compare surfaces. Another approach is based on 3D face surface descriptors in terms of mean and
Gaussian curvature or in terms of distances and angle ratios between feature points of surfaces.
Another locally-specific approach is the signature-point approach. The idea of the method is to
form a representation-description of a selected point by neighboring points around a given point
on the surface. These point signatures are used to compare surfaces.

Global methods use all information about a 3D face image as input to the detection system.
For example, a face model is aligned based on its mirror symmetry, and then the face profiles are
selected and compared along the alignment plane. It also uses the method of comparing face
models based on the maximum and minimum values and the direction of the curvature of the
profiles.

Another approach is based on the method of comparing the distances between the detection
surfaces. Some methods are based on calculating the metrics of the smallest distances between the
surfaces of the models, while others are based on measuring the distance not only between
surfaces, but also the texture on the surface. However, a significant limitation of these methods is
that the face should not be deformed and its surface is rigid.

The third approach is based on the extraction and analysis of 3D profiles and outlines
highlighted on the face.

There are also hybrid methods based on combining local information about the surface in the
form of local moments with a global three-dimensional mesh that describes the surface of the entire
face. In one of these methods, the value of the function Z (x, y), which describes the depth map of
the face in the aligned coordinate system, is decomposed into Fourier components. Decomposition
of the function into moments (basis functions) makes it possible to smooth out fine high-frequency
“noise on the face” and random outliers. In addition to the Fourier expansion, other basis functions
are also used: power series, Legendre polynomials, and Zernike moments.

Statistical methods, in particular the Principal Component Analysis (PCA), were previously
widely used in 2D detection. The PCA method was also implemented for 3D detection and was
simultaneously extended to a combination of depth and color maps. An alternative for PCA is the
linear discriminant analysis method, in which, unlike PCA, one object (a given person) is specified
not by one person, but by a set of models (3D faces).

Another statistical method also borrowed from 2D detection is the Hidden Markov Model
(HMM) method. The theory of Markov random fields allows one to construct estimates of various
spatially variable quantities from images, while imposing certain a priori restrictions on these
guantities. Such space-variable quantities can be, for example, offset values in the problem of
stereo reconstruction. In the literature on 3D detection, this method is known as pseudo 3D hidden

24



Analysis of methods for solving the problem of 3D face detection
P. Komada, A. Sadykova

Markov models and is used, in particular, for recognizing facial expressions.

Using a parametric face model. The key idea of detection by models is based on the so-called
parametric 3D models, when the face shape is controlled by a set of parameters (coefficients) of
the model. These coefficients describe the 3D shape of the face and can also set the color (texture)
on its surface. This method uses one or more facial images as input, mainly photographs taken
from the front and profile [9].

The algorithm for solving the problem is built on an iterative principle. As the initial iteration,
a certain averaged three-dimensional model of the human head is selected, and its step-by-step
improvement is performed. This uses a set of anthropometric points of the face, extracted from the
photograph, which is deformed to a given three-dimensional surface. Deformation parameters are
calculated during 3D reconstruction using an elastic model. These parameters are then used to
recognize this face as a vector.

Conclusion

The above methods of reconstructing a three-dimensional model of a face have limitations and
drawbacks that do not allow using them to effectively solve the problem of face detection from a
video sequence. The methods of shape recovery from motion, based on matrix factorization,
recover the three-dimensional coordinates of only some points of the object, therefore, the problem
of interpolating its surface between the reconstructed points of the model arises. Reconstruction
of a three-dimensional scene from a pair of images obtained from different angles can give an
accurate three-dimensional image for almost all points of the original scene, but it requires high
accuracy of data on the relative position of cameras. The methods of obtaining the shape from the
shadows are not able to correctly restore the three-dimensional information about the object in real
conditions, when the nature of the illumination is unknown and can be arbitrarily changed.

Thus, the most reasonable is the combination of different approaches, proposed in [10].
Algorithms based on matrix factorization are able to provide the necessary information about the
three-dimensional coordinates of cameras, their orientation in space and the accuracy with which
these values are known. In this case, the methods of stereo matching can give a dense
reconstruction of the three-dimensional surface of the object (for each pixel of the image).

In addition, the possibility of determining and comparing the corresponding points of the face
in a sequence of video frames based on the construction of a scene illumination model is interesting
for further research
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Abstract. Convolutional Neural Network (CNN) is a special type of Neural Networks, which has
shown exemplary performance on several competitions related to Computer Vision and Image Processing.
Some of the exciting application areas of CNN include Image Classification and Segmentation, Object
Detection, Video Processing, Natural Language Processing, and Speech Recognition.

The purpose of the work, the results of which are presented in the article, was to research of modern
architectures of convolutional neural networks for image recognition. The article discusses such
architectures as AlexNet, ZFnet, VGGNet, GoogleNet, ResNet. Based on the results obtained, it was
revealed that at the moment the network with the most accurate result is the ResNet convolutional network
with an accuracy rate of 3.57%. The advantage of this research is that the given article gives a brief
description of the convolutional neural network, and also gives an idea of the modern architectures of
convolutional networks, their structure and quality indicators.

Keywords: filter, convolution, neural networks, architecture, deep learning, convolutional neural
networks

Introduction

Recognition of visual images is one of the most important components of control systems and
information processing, automated systems and decision-making systems. Tasks related to
classification and identification of objects, phenomena and signals characterized by the final a set
of certain properties and characteristics, arise in such industries as robotics, information retrieval,
monitoring and analysis of visual data, artificial intelligence research. With the growth of the
computing power of personal computers, as well as the emergence of image databases, it became
possible to train deep neural networks. In the task of image recognition, convolutional neural
networks (Convolutional Neural Networks) are used. The purpose of the article is to review
modern convolutional neural network architectures for the image classification problem.

One of the tasks of machine learning is the task of image classification. To classify an object
in an image means to indicate the number to which it belongs recognizable object. For evaluating
machine learning algorithms, it is commonly used tagged image databases, e.g. CIFAR-10,
ImageNet, PASCAL VOC.!

One of the most successful models, considered a recognized leader in the field of image
recognition, is convolutional neural network.

Convolutional neural networks (CNNs) are used for optical pattern recognition, image
classification, object detection, semantic segmentation, and other tasks. The foundations of the
modern SNS architecture were laid in one of the first networks - LeNet-5 by Jan LeKun.

Convolutional neural network structure
The convolution network is a multilayer perceptron (perceptron, English perceptron from
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Latin perceptio - perception [2]) - a mathematical or computer model of information perception
by the brain, created for recognizing 2D surfaces with high the degree of resistance to scaling,

transformations and other types of deformation [3].

Learning to solve such a problem is carried out with reinforcement, with the use of networks
of the form, the architecture of which corresponds to the following constraints.

Extraction of features. Each neuron receives an input signal from a local receptive field in
the previous layer, extracting its local features. Once a feature is retrieved, its location does not
matter, since its location relative to other signs has been approximately established.

Display of signs. Each computational layer of the network consists of many feature maps.
Each feature map is shaped like a plane on which all neurons must share the same set of synaptic
weights. This form of structural constraint has advantages.

Displacement invariance. Displacement invariance is realized through feature maps using
convolution with a small kernel that performs flattening function.
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Figure 1 — Convolution network for image processing

Subsampling. Each layer of convolution is followed by a computational layer that implements
local averaging and subsampling. By means of local averaging, a reduction in resolution for feature
maps is achieved. Such an operation leads to a decrease in the sensitivity of the output signal of
the display operator signs, as well as displacement and other forms of transformation.

Figure 1 shows a diagram of a convolutional network consisting of one input, four hidden,
and one output layers of neurons. This network was created for image processing, in particular for
handwriting recognition. The input layer, consisting of a matrix of 28 % 28 sensor nodes, receives
images of various symbols, which are pre-offset to the center and normalized in size. After that,
the computational layers alternately implement the convolution and subsample operations.

The first hidden layer is folding. It consists of four feature maps, each of which is a 24 x 24
matrix of neurons. Each neuron has a 5 x 5 sensitivity field.

The second hidden layer performs the local averaging operation as well as subsampling. It
also consists of 4 feature maps containing 12 x 12 matrices. Each neuron corresponds to a 2 x 2
receptive field, a sigmoidal activation function, an adjustable threshold, and an adjustable
coefficient. The adjustable coefficient and threshold determine the working area of the neuron. For
example, with a small coefficient, the neuron operates in a quasilinear mode.

The third hidden layer performs a re-convolution operation. The layer consists of 12 feature
maps, each of which is an 8 x 8 matrix of neurons. Each neuron of the third hidden layer can have
synaptic connections with different feature maps from the previous hidden layer. The fourth hidden
layer performs a second subsampling and repeated local averaging. The layer consists of 12 feature

28



Using convolutional neural networks in solving problems of image analysis and recognition
A.Astanayeva, A.Kozbakova

maps, however each feature map contains a matrix of 4 x 4 neurons.

The output layer performs the final convolution step. The layer consists of 26 neurons, each
of which corresponds to one of the 26 letters of the Latin alphabet. Each neuron corresponds to a
4 x 4 receptive field [4].

Convolutional neural network architectures for image classification

AlexNet is a convolutional neural network that won the ImageNet LSVRC2012 competition
with an error of 15.3%. The network had a partially similar architecture to the LeNet network from
J.Lekun, but it was deeper, with more convolutional layers. The network consisted of 11 x 11, 5 x
5, 3 x 3 convolution, max merge, dropout, data increase, function activation of ReLU, SGD
(Stochastic Gradient Descent) with an impulse. Function application activation occurred after each
convolutional and fully connected layers.

dense dense

S A “\_‘
2043 \/ 204 ' dense

1000

128 pax L L
pooling 2048 2048

Max
pooling pooling

3 48

Figure 2 - AlexNet architecture

Shown in Fig. 2. AlexNet architecture, includes 8 layers with weight coefficients, where the
first 5 layers are convolutional, the next 3 are fully connected. The output of the last fully
connected layer is fed to the softmax activation function, which distributes to the class labels.
Further, the network maximizes the goal of the polynomial logistic regression, which is equivalent
to maximizing the average over the training cases of the logarithmic probability of the correct label
in the prediction distribution.

Using stochastic gradient descent with a learning rate of 0.01, momentum equal to 0.9 and a
weight loss of 0.0005. The learning rate is divided by 10 times the accuracy plateau, also
decreasing by 3 times during the learning process.

Formulas for updating weight coefficients. Updating the weights (w), where i is the iteration
index, v is the momentum variable, and epsilon is the learning rate shown in the diagram. The
learning rate was selected equal for all layers, and was also adjusted manually during the entire
learning process. The next step was to divide the learning rate by 10, when the number of validation
errors stopped decreasing. AlexNet shows the result of top-5 errors - 15.3%, respectively. ZFNet
is the winner of ILSVRC 2013 with a top-5 error of 11.2%. The main role in this is played by the
adjustment of hyperparameters, namely the size and number of filters, packet size, learning rate,
etc. M. Zieler and R. Fergus proposed a system for visualizing kernels, weights, and hidden image
representation. The system was named DeconvNet.

The network architecture of ZFNet is almost identical to that of AlexNet. The significant
differences between them in architecture are as follows:

- the size of the ZFNet filter and the step in the first convolutional layer in AlexNet is 11 X
11, the step is 4; in ZFNet - 7 x 7, step is 2;

- number of filters in pure convolutional layers of the network (3, 4, 5).
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Figure 3 - ZFNet architecture

VGGNet.

In 2014 K. Simonyan and E. Tsisserman from Oxford University proposed a neural network
architecture called VGG (Visual Geometry Group). VGG16 is an improved version of AlexNet in
which the large filters (size 11 and 5 in the 1st and 2nd convolutional layers) are replaced with
several 3x3 filters one after the other.

Input l:{> Conv1-1 Conv1-2

Figure 4 - Architecture of the VGGNet network.

During training, the input to ConvNets (Convolutional networks) is an RGB image of a fixed
size of 224 x 224 px. On the in the next step, the image is passed through a 3x3 stack of
convolutional layers. In one of the VGGNet network configurations uses 1 x 1 filters that can
considered as a linear transformation of the input channels.

The convolution step is fixed at 1 pixel. The spatial padding of the input of the convolutional
layer is chosen so that the spatial resolution is preserved after convolution, that is, the padding is
1 for 3x3 convolutional layers. Spatial pooling is done using five max-pooling layers that follow
one of the convolutional layers (not all convolutional layers have subsequent maxpooling layers).
The max-pooling operation is performed on a 2x2 pixel window with a step of 2.

After the stack of convolutional layers, there are 3 fully connected layers: the first two layers
have each 4096 channels, the third layer - 1000 channels (because in the ILSVRC competition it
is necessary distribute objects into 1000 categories). The last layer is softmax. All hidden layers
are equipped with the ReLU activation function.

The authors have demonstrated that building blocks can be used to achieve specific results in
the ImageNet competition. Top-5 errors dropped to 7.3% [5].

Conv Conv Conv Conv
1x1+1(S) 3x3+1(S) 5x5+1(S) 1xX1+1(S)
Conv Conv MaxPool
1x1+1(S) 1x1+1(S) 3x3+1(S)

N/

Figure 5 - GoogleNet architecture

A convolutional network from Google (GoogLeNet) known as Inveption-v1 is the winner of
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the ILSVRC 2014 with a top-5 error of 6.7% [Szegedy et al., 2015].

All convolutions on the network, including those inside Inception modules, use straight-line
linear activation. The network has 22 layers when counting only layers with parameters. The total
number of layers used to build the network is 100. Moving from fully connected layers to a
medium pool improved the accuracy of the top 1 by about 0.6%, but the use of dropout remained
necessary even after removing the fully connected layers.

Given the depth of the mesh, being able to propagate gradients back across all layers was an
effective challenge. The high performance of smaller networks in this task suggests that the
functions created by the layers in the middle of the network must be highly discriminatory. By
adding auxiliary classifiers associated with these intermediate levels, discrimination at the lower
levels in the classifier was expected. This helped to overcome the vanishing gradient problem by
providing regularization. Classifiers in a network take the form of small convolutional networks
that are placed on top of the output of Inception modules. During training, their loss is added to
the overall weight loss of the net. During inference, these auxiliary networks are discarded. Later
control experiments showed that the influence of auxiliary networks is relatively small (about
0.5%) and that only one of them is required to achieve the same effect.

The GoogLeNet architecture uses the Inception module, and the network is built based on
modules of this type [1].

Figure 6 - Module Inception

Inception module. Inception uses multiple (parallel) branches that compute different
properties based on the same input and then merge the results together. A 1 x 1 convolution is a
way to reduce the dimension of a property map. This type of convolutional layers is presented in
the work "Network™ in M. Lin's network. As a result, this architecture allows to reduce the number
of errors for the top-5 categories by another 0.5% - to the value 6.7%.

Module Inception-v2 and Inception-v3. In the next iteration of the Inception module
(Inception-v2 [6]), the layer with a 5 x 5 filter is decomposed into two 3 x 3 layers. The next stage
is the use of Batch Normalization [loffe, Szegedy, 2015], which allows to increase the learning
rate by normalizing the distribution of layer outputs within the network. In the same article, the
authors proposed the concept of the Inception-v3 module. In the Inception-v3 module, the
principle of filter decomposition is incorporated, namely, the decomposition of an N % N filter
with two successive filters 1 x N and N x 1. Also, Inception-v3 uses RMSProp (Adaptive Moving
Average Gradient Method) [Hinton, Srivasta, Swersky, 2012], instead of gradient descent, it uses
gradient truncation [Pascanu et al., 2013], which is used to improve training stability. A
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combination of four Inception-v3 modules showed a result in the top-5 category, an error of 3.58%
at ILSVRC 2015, Inception-v2 - a top-5 result - 5.60%
ResNet.ResNet is the abbreviated name for the Residual Network (literally - “residualnet").
Convolutional layers have 3 x 3 filters and follow the design rules:

- with the same size of the map of the output objects, the layers have the same number of filters;

- if the size of the feature map is halved, the number of filters, on the contrary, is doubled in
order to preserve the complexity of the time for the layer.

Table 1. CNN ResNet characteristics

Layer Outpu 18- 34- 50- 101-
name t size layer layer layer layer 152-layer
112x1
Convl 12 7x7, 64, Stride 2
3x3 max pool, stride 2
[1%x3,647| [3X%X3,64] [ 3 X 3,64
3 X 3,64 3 X 3,64 3 X 3,64 3 X 3,64 3 X 3,64
Conv2_ [3 X 3,64 3 X 3,64] [1x1,256] | [1 X 1,256, |1 x 1,256
X 56x56 X 2 X 3 X 3 X 3 X 3
1% 1,12871 | 1 % 1,128 1 x 1,128
3% 3,128 3% 3,128 3% 3,128 3% 3,128 3% 3,128
Conv3_ [3 X 3,128 3 X 3,128] [1x1,512] | 11 x1,512] [1x 1,512,
X 28x%28 X 2 X 4 X 4 X 4 X 8
1% 1,2567 1% 1,256 7 1% 1,256
3% 3,256 3 X% 3,256 3 x 3,256 3 x 3,256 3 x 3,256 ] X
Conv4 _ 3 X 3,256] [3 x 3,256] | 11 x 1,1024] [1 x 1,1024. |1 x1,1024
X 14x14 X 2 X 6 X 6 X 23 36
[1%x1,2567 1% 1,256
3% 3,512 3% 3,512 3% 3,256 3 X 3,256 1x 1,256
Convs_ 3 X 3,512] [3 x 3,512] | 11 x 1,2048] [1 x 1,2048. [ 3% 3,256 ] X 3
X 7x7 X 2 X 3 X 3 X 3 1x1,2048
1x1 average pool, 1000 - dfc, softmax
1,8% 3,6x 3,8x 7,6
FLOPs 10° 10° 10° 10° 11,3x10°

Each ResNet block has two levels of depth (used in small networks such as ResNet 18, 34) or
3 levels (ResNet 50, 101, 152) (Table 1).

50-layer ResNet: Each 3-layer block is replaced in the 34-layer network by this 3-layer
bottleneck, resulting in a 50-layer ResNet (see Table 1). They use option 2 to increase the
dimensions. This model has 3.8 billion FLOPs.

ResNet with 101 and 152 layers: They create ResNet with 101 and 152 layers using more 3-
layer blocks (see Table 1). After increasing the depth, 152 layer ResNet (11.3 billion FLOPS) has
less complexity than VGG-16 and VGG-19 networks (15.3 / 19.6 billion FLOPs). ResNet - 152
achieves a top 5 result of 3.57%.

Comparison of convolutional neural network models

To assess the performance of convolutional neural network models, indicate the type of error
(top-5). The images in the ImageNet database may contain many objects, but only one of them is
annotated. The main error criterion is a top-5 error.

The results of comparing the results of various convolutional neural networks are presented
in Table 2.
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Table 2. Comparison of CNN indicators in
image recognition tasks

Neural
network Top-5
AlexNet 15,30%
ZF Net 11,20%
VGG Net 7,30%
GoogleLeNet 6,70%
Inception-v2 5,60%
Inception-v3 3,58%
ResNet-152 3,57%

Conclusion

The spread and development of computer vision technologies entails a change in other
professional areas of human life. Convolutional neural networks (CNNSs) are used in object and
face recognition systems, special medical software for image analysis, navigation of cars equipped
with autonomous systems, in security systems, and other areas. With the growth of computing
power of computers, the advent of image databases, it became possible to train deep neural
networks. One of the main tasks of machine learning is the task of image classification. SNS are
used for optical recognition of images and objects, object detection, semantic segmentation, etc.
In this article, the most common architectures of convolutional neural networks for the task of
image recognition, their structure and features were considered. As a result of the analysis of the
architectures, it was revealed that the convolutional neural network

ResNet-152 showed the best result in the task of image recognition, with indicator top-5 equal
to 3.57%, which indicates a fairly accurate definition of the object.

A feature of the ResNet architecture is that convolutional layers have 3 x 3 filters, and also
the fact that a fast connection has been added to the network, which turns the network into its
residual version.
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Abstract. The relevance of the study is the need to introduce automated control systems in Kazakhstan.
As world experience shows, a promising direction of this task is to improve the quality of food enterprises
and reduce production costs. The article is devoted to the problem of automated control of the bread baking
process in production. As an example of the development of a fuzzy control model, the process of
controlling the temperature and humidity in the bread baking chamber is taken, which is an urgent task. An
intelligent control scheme based on a fuzzy controller is proposed.The input and output variables are
defined, the formation of decision-making rules by experts is considered, and an example of setting the
membership functions of fuzzy variables is given.

Keywords: Automated control, bakery oven, intelligent system, fuzzy model, rule base.

Introduction

The fourth industrial revolution is developing at a new pace in the world. Reacts to optimize
production in the real world. A long-term program that provides automation and intellectualization
of all industrial production processes from digital product design, creating a digital copy of it to
an individualized approach to working with customers. The State program of industrial and
innovative development of the Republic of Kazakhstan for 2020-2025 sets 4 tasks for domestic
enterprises [1]

The fourth industrial Revolution means greater automation of all production processes and
stages. The development of this industrial revolution is an important direction of automation in
various types of production. Automation leads to increased productivity, freeing people from the
production process, improving the quality of products and fully meeting the needs of society [2,3.].

The introduction of innovative technologies improves the quality of baking and consumer
properties of bread, mainly contributes to the competitiveness of enterprises [4]. Information
technologies in the bakery industry contribute to changing the relationship between consumption
and production, but their interaction requires the exchange of information. [5-7].

A relatively recent approach to data analysis that uses information processing, statistics, and
data visualization techniques to find patterns and relationships in large datasets is data mining.
Finding their main application in the world of finance and marketing, the methods used have been
applied in the processing industry, and more recently in the baking industry [8, 9].

An important factor that can lead to a rethinking of today's achievements and make new
theories and practices is data mining, which is a sharp expansion of the capabilities of computer
technologies, including hardware implementation of logic and other artificial intelligence tools
[10].

Artificial intelligence includes reasoning, natural language processing, and even various
algorithms that are used to incorporate intelligence into the system. [11, 12].

In the field of system automation technology development, the potential of various machine
learning methods and statistical methods in predicting product quality in production baking
processes has been studied [13].
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Bread baking and control methods in industrial furnaces

Currently, there are several dozen approaches that are being developed specifically for the
study of the management of technical systems. Modern control theory has become a leading
science not only in the field of technical, but also in social, economic, environmental, food and
other systems [14, 15].

The method of automatic control theory is one of the classical control methods. Disadvantages
of this method: when creating a control system, it requires building an accurate mathematical
model and taking into account all the constituent factors [16].

With the development of technology, the number of artificial neural networks in various areas
of production increases every year. With the help of the neural network, many complex real-world
production problems can be solved as a management tool in food technology. [17].

However, they require significant computing power and a relatively longer time for the initial
training period [18]

The most optimal method of managing technical objects is the method of artificial intelligence
based on fuzzy logic. [19]. It is advisable to use fuzzy logic in cases of a small amount of
information about control objects and it is possible to develop effective control systems. [20].

The solution to this problem is the use of fuzzy control methods. [21].

Since fuzzy logic simulates human behavior and decision — making, models and methods
based on modeling human thinking and behavior processes are used to describe it, as well as the
ability to regulate and change the source data, the measurement range without completely
recalculating the regulator. The advantage of fuzzy logic systems over other systems:

- do not require precise mathematical models to perform their functions.

- in complex issues, they can find a quick solution.

Development of a fuzzy control system for temperature and humidity in the baking
chamber

Bread baking is a very complex process, consisting of microbiological, colloidal, biochemical,
and physical compex processes [22, 23].

The temperature of the test piece changes gradually from the outer layers to the inner layers,
and the nature of the processes occurring in it also changes [24]. In the working area, the use of
forced heat exchange between the heat carrier and the bread allows you to redistribute the heat
flows and ensure a uniform temperature distribution throughout the working area of the baking
chamber. To ensure the required heat exchange and humidity in the baking chamber, it is proposed
to include a control unit for automatically increasing the heat of the heating element, redistributing
the heat flow and turning on the steam humidifier. The required humidity level inside the furnace
chamber is provided by the steam supply from the steam humidifier. The temperature in the baking
chamber is brought to 240-250 °C (depending on the stages of baking bread). To maintain the set
temperature range, temperature sensors are placed in the baking chamber, which are regulated
through the control unit (at a temperature difference of £ 10 °C), the inclusion of forced heat
exchange fans. To improve the quality of finished products and reduce the baking of bread, you
need to adjust the temperature and humidity inside the baking chamber during the baking process.
Baking of bread blanks consists of three main stages: moistening, roasting, and baking.

Table 1 shows the technological characteristics of the baking process, taking into account the
stages, humidity and temperature.

Table 1. Stages of bread baking in the baking chamber
Allowable limit Stage 2 Stage 2 Stage 3 Baking
Moistening Roasting

Baking time 2-3 minute 3 minute 33 minute
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Humidity in the Lower limit | 30-35% 11-18% 5%
chamber

Acceptable 40-70% 18-24% 5-7%

limit

High limit 70-80% 24-30% 7-10%
Temperature Lower limit | 100°C 220°C 140°C

Acceptable 110-120°C 240-250°C 150-180°C

limit

High limit 130°C 260°C 190°C

To create a model for controlling the temperature and humidity in the baking chamber, you
need to perform: set the parameters of the fuzzy control model; form the rule bases; set and build
the FP; output the solution. [25]. The input and output data are shown in Figure 1.

File Edit View

XX
Temperatunz \ / /M\
:: :: : : Experiment Heating_power
(mamdani)
Baking__ stage \
X " /><><\
Humidity Steam_humidifier
FIS Mame: Experiment FIS Type: mamdani

Figure 1-Input and output data

To control the temperature in the baking chamber, we define a set of input fuzzy variables: the
temperature in the chamber is 100-300 C, the humidity level is 0-100%, and three stages of baking
bread: moistening,roasting, and baking.

We define the set of output linguistic variables by two elements: the regulation of the input
power of the heating element of the baking oven and the switching on and off of the steam
humidifier.

Based on the qualitative characteristics formulated by experts, you can set a rule base that
describes the operation of the control object (OU). "If..., then...", assume to use in the condition of
the rule information about the OP-amp, its current state, from the conclusion a control signal is
output that brings the OP-amp to the desired state. For example: Rule 1: If in the first stage the
temperature in the baking chamber is high and the humidity is low, then the power of the heating
element is low and the steam humidifier is turned on. Thus, the rule base of the fuzzy temperature
control system in the baking chamber is formed, Table 2.

Table 2. The base of rules of a fuzzy control system

Stage

Temperature

Humidity

Heating power

Steam humidifier

1

Low

Low

Average

Turn on
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1 Average Low Average Turn on

1 High Low Low Turn on

1 Low Average Average Switch off
1 Average Average Average Switch off
1 High Average Low Switch off
1 Low High Average Switch off
1 Average High Average Switch off
1 High High Low Switch off
2 Low Low High Switch off
2 Average Low Average Switch off
2 High Low Low Switch off
2 Low Average High Switch off
2 Average Average Average Switch off
2 High Average Low Switch off
2 Low High High Switch off
2 Average High Average Switch off
2 High High Low Switch off
3 Low Low High Turn on

3 Average Low Average Turn on

3 High Low Low Turn on

3 Low Average Average Switch off
3 Average Average Average Switch off
3 High Average Low Turn on

3 Low High High Switch off
3 Average High Average Switch off
3 High High Low Switch off

The fuzzy inference system was developed using Matlab software, will allow the user to
continuously adjust three inputs, and the outputs will change according to changes in the input
signals:MF

ni—x
L) x=m
’u(x) =<1, n<x<n, (1)

kR(x;#) xX=n,

where n is a number called (mode) the mean value of a fuzzy number A (u4(n)),

o - is areal positive value of a number or left-handed scatter, g is a right-handed scatter. By
increasing the dispersion, we get an even more fuzzy numberA. Let's write down the fuzzy number
L-R:

(x) = —— 2
ey @
In the Matlab system, the MF is called gbellmf - a generalized bell-shaped MF.

1
u(x) = ©)

_\2b
1_,_(&)
a

For TS "Low" we use z - similar MF zmf
nonlinear approximation
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1, x<a
ux) = {nonlinear approximation, a<x <b (4)
0, x=>b

TS "High" let us describe Smf - s - similar MF

1, x<a
ux) = {nonlinear approximation, a<x <b (5)
0, x=>b

The output of the "Heating Power" model uses the trapezoidal shape of the trampf accessory
for the "Low™" and "High" term sets [26]:

bsxs<c (6)

0, x<a
=, a<x<b -
%E% bsxsc
0, C<X
For the problem being solved, the number of rules in the rule base is 27.
Table 3. Shows the results of testing the model
Ne ni/m | Stage | Temperature | Moisture Heating Steam humidifier | Error
power

1 1 136 81,3 0,175 0,708 0,41

2 1 124 72 0,522 0,711 0,63

3 1 116 35 0,522 0,274 0,53

4 1 97 57 0,846 0,712 1,01

5 1 114 37 0,521 0,273 0,53

6 1 102 37 0,522 0,275 0,57

7 1 90,2 60,8 0,846 0,71 1,03

8 1 27,6 79,9 0,5 0,5 0,93

9 1 119 38,4 0,52 0,49 0,64

10 2 234 16,7 0,5 0,5 0,40

11 2 263 23 0,175 0,276 0,16

12 2 225 18 0,845 0,276 0,46

13 2 256 22 0,35 0,275 0,22

14 2 244 21 0,52 0,275 0,30

15 2 263 20,9 0,175 0,273 0,16

16 2 275 23 0,175 0,273 0,15

17 2 251 18,3 0,521 0,272 0,29

18 2 230 18,3 0,5 0,5 0,40

19 3 179 16,7 0,845 0,267 0,57
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20 3 189 12,9 0,523 0,253 0,38
21 3 150 13 0,523 0,253 0,48
22 3 161 12,9 0,523 0,253 0,45
23 3 200 12,5 0,175 0,249 0,20
24 3 143 14 0,517 0,739 0,80
25 3 184 12,3 0,52 0,25 0,39
26 3 1163 11 0,517 0,248 0,07
27 3 182 12 0,519 0,249 0,40

The calculation of the root mean square deviation (RMSD) is made according to the formula

2
6= \/%Zﬁ1(03aa - GTeK) (8)
where n is the number of simulations;
m is the number of hits in the selected interval;
Gset — set value of the output variable
Geur is the received value of the output variable.
RMSD does not exceed 5%, which indicates the adequacy of the constructed model.

Conclusion

The standard deviation (RMS) does not exceed 5%, which indicates that the model is built
correctly. Thus, it is possible to obtain numerical values of the intelligent control of the cooking
chamber using the Mamdani fuzzy logic machine. The correspondence of the constructed model
and the influence of the input variables on the output variables were proved using the program for
viewing the surface of the blurred model.
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