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Abstract. This work describes the hypothesis of the relation between the classes of complexity: for 

this purpose we define the functions over algorithms or state machines for which the equality holds true 

and, thus, the decision can be made towards polynomial reduction of the computational complexity of 

algorithms. The specific class of impractical or exponential measures of complexity against the polynomial 

ones is also discussed – for this case we divide these classes according to the discrete numbers which are 

known to the present time. We also present the approximate algorithm for the classical NP-complete 

problem like Traveling Salesman using the memory construction. The question of P and NP equality is 

important in decision-making algorithms which commonly decide inequality of these classes – we define 

the memory factor which is exponential and space consumption is non-deterministic. The memory 

consumption problem within the memorization principle or dynamic programming can be of varying nature 

giving us the decision to build the approximation methods like it’s shown on the example of Traveling 

Salesman problem. We also give the notion of the past work in theory of complexity which, in our opinion, 

is of the same consideration in most cases when the functional part is omitted or even isn’t taken into 

account. The model theorem with its proof of the equality of classes over congruent function is also given 

in the end of this article. 

Keywords: computational complexity, algorithms, equality. 
 
 

Intoduction 
 

The problem of deciding whether the polynomial class of finite automata can accept the solution in the 

same time as finding the optimal one [1]: 

 

          O(AP) =? O(ANP),      (1) 

where AP is the polynomial algorithm and ANP is for general case when the algorithm can be of non-

polynomial type and, thus, is impractical. 

The “P versus NP” problem is an old questions discussed by several communications in [2, 3, 4]. The 

more philosophical outcome of the problem is presented in [5]. 

For the past time Karp’s 21 NP-complete problems were observed as a bundle with common 

prooperties [6]. However, in this work we define the hypothesis over complexity classes using big-O 

notation. 

For the practical algorithms we define the class of P-complete complexity as follows: 

                                        O(AP) = {1, N, N2, .., NT.},                                                            (2) 

where N is the input parameter of the size of the problem and T is a free parameter which is adequate 

to the computational environment which is presented more generally by Cook as a classical Turing tape 

automaton. As per our outcome, we use the definition of the algorithm as tuple: 

                                      A = <I, O, P>                                                                                         (3) 

https://orcid.org/XXXX-XXXX-XXXX-XXXX
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where I is a set of input parameters, O is a set of output parameters and P stands for a procedural 

routine of the algorithm. Obviously the size of the problem to be computed is included in the set of inputs 

to the algorithm. 

As our algorithm can be polynomial and, thus, complying to the computational device, the other side 

of  NP-complexity is its classification as exponential like powerset and factorial or even Ackermann number 

[7]: 

                                                         O(ANP) = { 2N, N! ~ NN, ... }                                                 (4). 

Thus, the problem is either P- or NP-complete if: 

                          A) = O(AP): P-complete; O(A) = O(ANP): NP-complete,                                   (5) 

where A is the general algorithm which is actually the union of the accepting algorithm in P and 

computing in NP: 

                                                                        A = { AP, ANP }                                               (6). 

 

Functional Hypothesis 

 
The pre-historical turn of our hypothesis is first met in [8] for the subset construction [9] when the 

functor of counter state permits the equality: 

                              F(AP) = ANP,                            (7) 

where F(x) is state functor. 

We state that NP-complete for problem over accepting algorithm AP and computing algorithm ANP there 

exist function f and g so that the following equality holds true: 

f(AP) = g(ANP) : O(AP) ~ O(ANP), (8) 

Thus, if these functions exist we may conclude that P ≠ NP or P = NP otherwise. The decision depends 

on the type of the functions where as of the set (2) and (4). 

For the equation (8) we can define the limits over the size of the problem if it’s NP-complete, when the 

input parameter N is almost infinite. 

For practical reasons we will consider the classical NP-complete Traveling Salesman Problem (TSP) 

when there exist Bellman’s function [10]: 

 

                                                  ui(t) = sup { ui-1(t – t0) + fi(t0) }, t, t0 in R                                 (9) 

 

Our approach uses the incremental method of cities inclusion and, thus, the function (9) for TSP will be 

as follows: 

 

                                                F(t, n) = sup { F(s, n – 1) + distance(s, t) },                                       (10) 

 

where s and t are cities and n is the number of the passed cities to the current step of algorithm. 

The equation (10) is also known as Nearest Neighbor Heuristics [11] and is polynomial in the number 

of steps required for the algorithm. 

However this is not principal where to find exact solution, so there is an approximate polynomial 

algorithm for TSP which uses ant colony optimization [12] and exact which uses exponential memory [13]. 

Our construction uses also exponential time and is based upon the building of network in Figure 1. Each 

time we visit the mediate layer we memorize the path as a context for this state and push it back to the stack 

of the candidates with the value equal to the path in source graph between two nodes. This allows us to 

adjust the maximum size of the candidate stack and, thus, get an approximate solution within the predefined 

memory consumption which isn’t allowed in algorithm Held-Karp’s algorithm [13]. 



Functional hypothesis of complexity classes 

Mirzakhmet Syzdykov 

6 

 

 

We state that memory consumption is vital in memorized computations of NP-complete problem, this 

case is partially described in [14] where the hardware architecture design is proposed for effective 

computations. 

The memorized computations, thus, gives us the decision to find the solution over the limited set. 

 

 

Figure 1 –  TSP network for approximate solution 

 

As to our hypothesis the following statement always holds true: 

  

                                                           𝑃 → 𝑓(𝑥) → 𝑁𝑃,                                                   (11) 

 

where in (11) the P and NP are classes of complexity and f(x) is an arbitrary function according to the 

fact of congruence of the functor f(x) in counter state in the subset construction of the modified non-

deterministic finite automaton, NFA, to the deterministic finite automaton, DFA, in [8]. 

This idea was first devised from the proof of existence of conversion between NFA and DFA made by 

Rabin and Scott in late 50’s [9], who were also awarded the Turing Award for their proof of concept. 

Thus, our main theorem based upon the fact that the NFA-counter in AND-construction algorithm is for 

the function f(x) in (11) and P and NP are incoming NFA and resulting DFA similarly, can be called as the 

theorem about congruence relations between P and NP-classes, where as the following inequality holds 

true, as the P-class is rather smaller than NP-class: 

                                                           𝑃 ≪ 𝑁𝑃                                                                             (12) 

The equation (12) is practically the common case when we state that P is in NP, however, due to 

decision-making fact we state that: 

                                                       𝑓(𝑃) = 𝑁𝑃                                                                            (13) 

The equation (13) is according to the modified subset construction in our algorithm presented in [8]. We 

say that the P- and NP-classes are decidable if there exists another inverse function so that the following 

holds true: 

                                                       𝑓−1(𝑁𝑃) = 𝑃                                                                       (14) 

The above equation devised from the equation (13) gives the prominent fact about decidability of NP-

classes. Thus, we have to conclude by induction that the equation (15) holds true if we decide that our NP-

complete problem is of “over” NP-class, meaning that the it’s too big of almost Ackermann numbers in 

function [7]. 

                                                     𝑃 = 𝑁𝑃                                                                                   (15) 

The facts (14) and (15) can be proved due to the fact of the congruence of the function f(x) along the P-

class and over to NP-class, seen in the main result like in equation (11). 

Thus, according to our proofs of the decision against P- and NP-classes we can write our conclusion in 

the following form: 

                                                              {
𝑃 ≠ 𝑁𝑃: 𝑃 ≪ 𝑁𝑃
𝑃 = 𝑁𝑃: ∃𝐹−1(𝑥)

                                                         (16) 
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In parallel computing there is the following hypothesis according to the following equation: 

                                                             𝑙𝑖𝑚
𝑁→∞

𝑁𝑃

𝑁
= 𝑃                                                                      (17) 

where the N is the number of concurrent processes working on the parallel machine: the author 

supposes that with some type of generalization this could be even Turing machines or any other. 
  

Model theorem 

 
The problem of equality of P- and NP-classes of complexity is a Millennium Prize Theorem as proposed 

by Clay Mathematics Institute. Besides this fact, this is question when dealing with decision-making in 

solving problems like, for example, sorting. We will show that it's solvable by back-reference matching in 

regular expression. Our further material is based upon the regular expression and automata theory. 

Let's define the P- and NP-classes as follows: 

                                                 P = { N: O(N) > o(N) } 

                                          NP = { N! : O(N!) > o(N!) },                                                       (18) 

for example, if we deal with factorial classes of complexity. 

Further we will state the model theorem around the congruence of P- and NP-classes, these 

theorem is borrowed from the original source which was developed by an author in late 2015 [8]. 

This theorem is model, further we show by proving by induction that P != NP basing upon 

existence of such model classes in finite automata theory. 

In [8] the author deals with the problem of matching against two expressions on (non-

)deterministic finite automata for AND-operator. This is logical operator meaning the intersection 

of languages. 

For our model theorem let's define some assumptions: 

Definition 1. The non-deterministic finite automata, NFA, is a tuple like: 

           NFA = <A, S, Start(S), Finish(S), S x (A + {epsilon}) x S>,                           (19) 

where A is a set of alphabet, S is a set of states, Start(S) and Finish(S) is a set of starting and 

final states, epsilon stands for an empty sign and S x (A + {epsilon}) x S is a set of transitions. 

Thus starting from state from set Start(S) we match against the word on a finite tape (probably 

infinite) until reaching the state from set Finish(S) by the transitional reach on the transitions 

connecting states by the marks, some of which could be empty. 

Later we will show the congruence of non-deterministic and deterministic automata over subset 

construction, thus proving the properties of DFA as to be atomic in some sense. Thus, the 

deterministic finite automata is tuple like: 

 

Definition 2. Deterministic finite automata (DFA) 

 

                        DFA[1] = <A, S, Starting, Finish(S), S x A x S>,                                            (20) 
 

where A is a set of alphabet symbols, S is a set of states, Starting is a starting state from set S, 

Finish(S) is a sub-set of S defining the finishing points on automaton, S x A x S is a set of transitions 

(please note, without epsilon like in NFA). 

Thus, besides like matching in NFA, matching in DFA is linear, starting from single source 

point and going through all the elementary transitions for a single alphabet symbol until reaching 

the final state marked by the Finish(S)-set. 

In elementary steps of decision the matching by DFA is rather process of function devising than, 

like in NFA, full simulation: 

 F(Starting, x[1]) = S[2]; 

 F(S[2], x[2]) = S[3]; 

 … 

 F(S[n], x[n]) = S[n + 1] (iff in Finish(S), then automata accepts the word x[1]...x[n]). 
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Full simulation of NFA plays a vital role in making rounds to detect if the word lays in the final 

accepting state, same as in case of DFA. 

Now as we have defined the main clusters of the model theorem, we have to show the 

congruence of P- and NP-classes around our problem of matching against AND-operator as it was 

stated previously in [8]. 

For the languages L(r), where r is the regular expression, we define the new operation along 

with all others like intersection of languages: 

 L(r[1]*r[2]) = {r[1] r[2]}, 

 L(r[1] | r[2]) = L(r[1]) + L(r[2]), 

 L(r*) = L(epsilon) + L(r) + L(r*r...),  L(epsilon) = {epsilon}, 

 L(r[1] & r[2]) = L(r[1]) x L(r[2]) – the new operator by intersection of languages for regular 

expressions. 

The building of NFA for L(r[1] & r[2]) is same in [8] as for pairing entities despite of that fact 

that we define the counter, which is a function in model theorem. For this purpose we define an 

extended NFA: 

               NFA Ext[1] = <A, S, Start(S), Finish(S), S x A x {1, 2} x S>,                     (21) 

where A is a set of alphabet, S is a set of states, Start(S) and Finish(S) are starting and finishing 

states, S x A x {1, 2} x S is a set of transitions along the counters until the counter becomes active 

when simulating the matching of word on an infinite tape. 

We can prove that along with subset construction [9] that our simulation leads to the 

construction of an atomic DFA if we would simulate these as per subset construction algorithm. 

Thus the extended DFA is a subset of an extended NFA within the AND-operator along the 

counter function as a regulator of simulating processes within a subset construction: 

             DFA Ext[1] = Subset Construction (NFA Ext[1], Counters = {1, 2}).                   (22) 

As we get to the NFA state during the subset construction it becomes active along the counter 

value which is polar to the number of incoming edges to that point. 

Let us reverse to our model theorem, while we have composited main entities for better 

evaluation of the theorem. Basically, the theorem is based upon that fact that there exist an 

algorithm (in our case this is a modified by a counters subset construction) so that there would 

exist an in-equality of P- and NP-classes of complexity (P != NP). According to our subset 

construction there exist a counter-function along which the class of in-equality P standing for non-

deterministic finite automaton NFA is raised to the class of NP standing for deterministic finite 

automaton DFA: 

[ NFA, P – Subset Construction(DFA, NP), 

[ NFA, P – Subset Construction(DFA, NP, f(x) = {1, 2}). 

Thus according to the fact that there exists such f(x), so that: 

 Algorithm (modified subset construction): 

                                                      f(NFA) = DFA,                                                                   (23) 

where f(x) = {1, 2) is a counter-function in modified subset construction for intersection operator 

in regular expression. 

As there exist such example this barely proves that: 

                                     f(P) = NP, and  P != NP.                                                       (24) 

In the next section we will show by induction that our model theorem states not only the barely fact 

decision of proving outcome, but rather the upper and lower-bounds for the complexities of P and NP. 
 

Proof 

 

Answering the Steven Cook's question stated by him in [1], we now can decide that function 

f(x) matter the set of entities along which the solution of the stated problem could be verified: 

 T = { f(x): over set of functions F }. 

By the common occasion as we have proved the existence of congruent function f(x) 

presented by counters in subset construction algorithm for AND-operator [8], we now can afford 

the generalization of the model theorem by in-equality P != NP: 
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                                                            P – f(x) → NP.                                               (25) 

This is how it's used to be as outlined ahead. Thus, P- and NP-classes are congruent over an 

arbitrary function f(x), when class P is smaller (same as by definition) than class NP and, thus, 

limits to it over this function. 

 

Conclusion 

We have defined the set of polynomial and non-polynomial functions according to the 

computing complexity of the environment as they can differ from tape machines to non-

deterministic finite automata and there could be the functions according to which the complexities 

as of big-O notation may equal and the problem, thus, can be solved using applicable or non-

applicable or impractical approach. 

By giving the proof to our model theorem we state the co-existence of the congruent functions 

for which the relation between classes can be devised. 

The question is open for finding the functions satisfying the condition of equality of 

complexity classes. 

Another question is the relation between memory and time for effective computations as the 

results can be dynamically computed and stored 
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Abstract. At the current work, we present the results of diagnostic of similarities of various paleo 

reconstructions of temperatures with the help of network approaches. The first step of data processing is 

transformations of correlational patterns of time series into the geometry of the corresponding network, 

which is an input for further processing steps by methods of algebraic topology. To detect the possible non-

linear connections between climatic series and solar activity, we propose the approach based on network 

generation with the help of embedding time series into the feature space of the corresponding dimension. 

In conclusion, we give markovian chains for climatic reconstructions and Wolf numbers. 

Keywords: climatic series, Wolf numbers, solar activity, algebraic topology 

 

Introduction 

 
The information about the climate of Earth at previous periods of time before the epoch with 

instrumental recordings is about the extraction data from auxiliary sources such as annual tree rings, glacial 

kerns, marine deposits, glacial varved clays, thermospeleological series. Various thermal reconstructions 

can be calculated from correlations of these proxy indicators with temperature of instrumental period. So, 

the result of such reconstructions of averaged temperature in North hemisphere is an inference about 

“hockey stick”, namely the steep increase of averaged temperature in 20s century, which was after relatively 

stable state of temperature during 1000 years. These point of view is not common. It is not unlikely that the 

unique of current increase of temperature can be erroneous, due to the fact of understaged low-frequency 

trends in data [1].   

There is an open question about the quality of the reconstruction. It is worth noting, that regression 

models of Sluckogo-Yula, which are the basis of the majority of reconstructions, actually, they are 

applicable only for stationary (or weakly stationary) random series, where randomness is endogenic 

property.  That’s poorly agreed with commonly approved climatic scenarios [2]. As the result of stated 

above, there are several main problems of inferences about the future scenarios of climate: 

How to check the quality of reconstructions? 

How to choose the best reconstruction? 

What’s the meaning of the “best” one of reconstructions? 

How correctly compare reconstructions?  

How correctly average reconstructions? 

Recently we tried to address some of these questions. The main idea was about the checking, is it correct 

to use a differentiable model to generate reconstruction, e.g., Takens models [3]. The answer was negative: 

the Hölder regularity of paleoreconstructions turned out to be worse than that of the gauge instrumental 

series [4]. 

In this article, we use the methods of graph (network) theory to compare different reconstructions with 

each other and detect the sun-conditioned component in them. Networks are built directly from time series. 

The presence of such a component would make it possible to construct a criterion for choosing the best 

reconstruction within the framework in a correct way. Networked approaches have been used previously to 

visualize climate and meteorological data [5], [6]. 

We use quantitative network descriptors from time series, (1) to compare paleoreconstructions with each 

other and (2) to highlight a possible solar component in temperature reconstructions. For this, the annual 

series of Wolf numbers from 1090 to 2002 was used as a reconstruction of solar activity [7]. 
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Considered 6 temperature reconstructions of the previous millennium, described in the work [8]. Let's 

list them: reconstructions by Briffa[9] and Esper [10], Jones [11] and Mann's reconstruction [12]. 

The last mentioned is considered the most comprehensive because it sourced paleoclimatic records from 

more than 100 different locations. It took into account data with different time resolutions and scales. The 

Crowley reconstruction [13] is based on a sample that uses only the data that is available at all times. 

Finally, Moberg's latest reconstruction [14] is based on high frequency (tree rings) and low frequency data, 

which are considered separately using wavelet decomposition. All of these reconstructions were 

investigated using network approaches. 

 

2 Construction of complex networks from series 
 

The main idea of constructing networks from series is to transform a time series into a complex network 

or graph [15], [16]. A graph is an ordered set of vertices (nodes) and edges (arcs). We describe below three 

ways to build networks from rows. 

2.1 Loop networks 
This method, proposed in [17], refers to the construction of complex networks from pseudo-periodic 

time series. The approach assumes that the time series is cyclical, and a separate cycle is taken as the base 

unit or node for building the network. A network of such rows is constructed as follows. The time series is 

divided into cycles, which can be of different lengths; each cycle is considered a network node. So, for the 

time series of Wolf numbers, the nodes are separate cycles. To construct edges between nodes, they are 

compared with each other in a suitable metric, for example, in Euclidean [16]. 

Let ( , )i jd C C  is a distance between two loops: 1 2 1 2( , ,...., ), ( , ,...., ),
i ji n j nC x x x C y y y= =  and 

  is corresponding cutoff. Then the adjacency matrix ( , )a i j is defined as follows: if  ( , )i jd C C   , 

then ( , ) 1a i j =  and loops iC , jC  considered to be connected. Contra versa they are disconnected, 

( , ) 0a i j = .  With the help of an adjacency matrix and appropriate algorithm one can produce a network 

[18].  

2.2 Networks of embedded data  
Another method [16], allows to build networks for arbitrary, not necessarily cyclic, time series using the 

technique of topological embeddings of scalar data into 
mR . The choice of dimension and lag is a stand 

alone problem of chaotic dynamics and depends on the data [3]. After the data is embedded, each point, i.e. 

- vector of lagging coordinates, is considered as a separate node. The network is obtained by connecting a 

node with its k nearest neighbors, for some fixed k. In the case when two points are mutually close to each 

other, the connection is added only once, so that the network is built as a simple undirected graph. The 

average complexity of the network will be 2k. After that, by evaluating the correlation function, links caused 

by the close arrangement of nodes are excluded. The resulting network is an NxN connectivity matrix filled 

with zeros and ones. Various approaches can be used to visualize this matrix; general requirements for the 

construction of a graph are reduced to minimizing the number of intersections of the edges of the graph and 

the distance between the vertices [18]. Figure 1 shows an example of a time series representing one of the 

coordinates of the solution to the Ressler equation [19] and the corresponding network, for the following 

nesting parameters: dimension m =3, lag  = 10. 

 

 
Figure 1 - Rössler time series and dive network (dim = 3, lag = 2) 

 

The resulting network is close to a time series attractor [19] and reflects all the main features of the 

dynamical system underlying the time series. There are a number of simple approaches to describe graphs 

formally. One of them is based on the so-called "motives" that arise in the network and the frequency of 

their occurrence [20] . A motive of size n is called a subnet consisting of n nodes. In fact, each motif 
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represents one of the possible ways of connecting n points. For simplicity of calculations, motives of size 

4 are usually considered, which contains 6 variants of motives (see Fig. 2) 

 

 
Figure 2- Variants of motives for a subnet with a number of nodes equal to 4. 

 

It turns out that for time series generated by different dynamical systems, the distribution of motives is 

significantly different. Table 1 shows the frequencies of occurrence of motives from Fig. 2. for networks 

built by nesting three time series.  

 

    Table 1. Distribution of the occurrence of motives for three model series 

Motif 

№ 
Lorenz Noise Resler 

1 0,0736 0,02904 0,04229 

2 0,25606 0,33112 0,29853 

3 0,10145 0,09766 0,12309 

4 0,01038 0,02226 0,01938 

5 0,06893 0,01171 0,04808 

6 0,4896 0,50822 0,46863 

. 

Note that more informative descriptors of the graph complexity are the spectrum of eigenvalues of the 

Laplace-Kirchhoff matrix [21]. 

2.3 Markovian networks  
 Consider a dynamic system ( , )M T   like mapping :T M M→  defined on a compact subset 

dM R . The random trajectory of this system is a sequence of points:  2, , ,....x Tx T x . To get a coarse-

grained version of the dynamics, let's split M  into a finite number of connected non-empty subsets: 

1
,

n
i i ji

A M A A
−

  = .  Let’s identify i −  state of a dynamic system with a cell iA . We do not 

discuss the choice of a suitable partition here. It is known that the Markov model of dynamics is given by 

the matrix of transition probabilities:  Prob { }ij j iP Tx A x A



=   [Froyland, 2001].  Here the 

probability is understood with respect to some natural ergodic measure  , assuming that for almost all 

starting points x M  the trajectories have the same distribution. However, this measure is usually 

unknown. Therefore, instead of   use the normalized Lebesgue measure: 

( )
( )

1
i j

ij
i

m A T A
P

m A

−
=  

In other words, the probability of transition from the state i  (or cell iA ) into state j (cell iA ) is 

determined by the relative proportion of points iA  who moved to jA  by affect of action T .  The described 

ideas underlie the Markov networks proposed in the work [22].   

 Let's construct a histogram of samples for a time series so that each bin contains approximately the 

same number of points. In this case, the width of the bins will be of course different, and the bins themselves 

will play the role of partitioning the phase space, i.e.  
1

n
i i

A
=

. Let us assign a serial number to each bin, 
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and then encode each value of the time series in accordance with the belonging to a certain bin. As a result 

of such a procedure, instead of the original row, a new row consisting of bin numbers will be obtained. 

Then we calculate the frequency of all consecutive transitions from one number to another, we get a 

transition matrix of size N N  , where N   is number of bins.  

 In the event that the row is smooth, adjacent transitions will prevail and the matrix will be close to 

a diagonal form, but if, on the contrary, the structure is very chaotic, then the matrix will have many filled 

elements far from the main diagonal. 

 

3. Numerical results 
Below are the results of a network analysis of the monthly average Wolf numbers, the reconstruction of 

the annual values of a series of Wolf numbers (from 1090 to 2002) obtained by Yu.A. Nagovitsin in [7], 

and temperature reconstructions of the northern hemisphere over the last thousand years described in the 

introduction. 

3.1 Comparison of solar activity cycles 
The Wolf number series is one of the main indices of solar activity, and therefore we used it to identify 

possible solar-terrestrial connections. Wolf's Zurich series of monthly averages has been available since 

1749 and contains 23 complete cycles. We have built cyclical networks for this series to identify similarities 

between different cycles. The division into nodes of the network was carried out in accordance with the 

known dates of the beginning and end of the cycles according to the list of solar activity cycles. 

 

 
Figure 3- Relationships between cycles at the threshold 300 = . Five cycles form isolated vertices. 

 

Further, between each pair of cycles, the distance in the metric 2L  was calculated and a threshold 

350 = was selected for which the adjacency matrix was constructed. The choice of this value was due to 

the fact that this is the minimum threshold at which each node has at least one connection with others. 

Figure 3 shows the minimum energy graph [18] for a threshold 300 =  as an example. This analysis did 

not lead to any clusters associated with the shape of the cycles. 

 

3.2 Analysis of the dynamics of solar activity and temperature reconstructions 
To diagnose possible connections between temperature reconstructions and solar activity, we used 

embedded nets (see Section 2.2). For different lags, the networks constructed by the series of Wolf numbers 

demonstrated a stable topological structure, similar to the networks obtained for systems of deterministic 

chaos (see Figs. 1 and 4). Stability is understood here in the following sense of the similarity of the network 

built over the entire sample and its part. Figure 4 (top panel) clearly shows the similarity of the networks 

for the complete Wolf series and the network for the first ten cycles. In the bottom panel of Fig. 4, on the 

right, the net for the Ressler attractor for 3, 2m = = , and on the left, the net for the Gaussian noise. The 

similarity of the networks for the Wolf numbers and the Ressler attractor confirms the conclusions of [19]. 

An analysis of the frequency of occurrence of motives also confirmed the connection that a number of 

monthly Wolf numbers belong to chaotic processes.  
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Figure 4- Networks for different tiers. Above - Wolf numbers, complete series (left), right first 10 

cycles of Wolf series ( 3, 5m = = ). Below, on the right - the network for the Rossler attractor (

3, 2m = = ), on the left - Gaussian noise ( 3, 2m = = ) 

 

To analyze climatic regimes, we also used dive nets for annual temperature reconstructions from 1000 

to 1995 by various authors and for various diving parameters. In all cases, it turned out that networks are 

structures that are unstable in time and differ from each other. Here, as above, instability means the 

difference in the form of networks for different time intervals. Qualitatively, these networks do not resemble 

either a random series or networks of deterministic chaos. 

Figure 5 shows examples of such networks for temperature reconstructions at immersion parameters 

24, 1m = = . We chose the dimension 24m =  in connection with the indication of the possible 

presence of the Hale cycle in the climatic series [2]. It turned out that the networks of all temperature 

reconstructions differ to varying degrees from each other. Table 2 and Table 3 show the results of the 

numerical analysis of the graphs. It is interesting to note that the reconstructions of Briffa and Esper have 

a rather visual structure and similar parameters of the distribution of motifs and curvature. Perhaps this is 

due to the fact that they rely only on dendrodata. The rest of the reconstructions, despite the fact that they 

use similar multi-proxy data, differ significantly from each other. The Crowley and Moberg reconstructions 

stand out in particular. Thus, it can be assumed that the internal dynamics of the reconstructions is not 

sufficiently invariant with respect to the use of the initial data.  

 

 

 

Figure 5- Types of networks for various climatic reconstructions. Left, net for Mann row, right, for 

Moberg row for 24, 1m = = . 

 To analyze possible solar-terrestrial connections, networks for reconstruction of the annual 

Wolf numbers [7] were constructed with the same parameters as for temperature reconstructions. The 

results were quite unexpected. It turned out that year-on-year data is already poorly matched to networks 

for processes with a dynamic chaos regime. Moreover, visually, they are more similar to climatic 

reconstructions. It turned out that with an increase in the dimension of the phase space, the structure of the 

network changes and becomes closer to the structure of temperature reconstructions 

Markov networks for temperature reconstructions also correspond to the picture obtained above: the 

correlation structure and internal dynamics of the variants are different. The degree of dominance of the 

main diagonal corresponds to the smoothness of the row; the more pronounced it is, the smoother the row. 

 

4. Conclusions 
The results obtained can be summarized as follows: 
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1. The structure of cyclic networks for the monthly average Wolf numbers does not contain any 

distinguished clusters, which could be expected in the case of the existence of one or several “typical” 

cycles with analogs close to them, in the sense of the metric used. 

2. Immersion networks for monthly average Wolf numbers are qualitatively and in terms of the 

distribution of motives similar to dynamic chaos (like the Ressler attractor). The nets for the full row and 

its half are similar. Perhaps this indicates the existence of a certain scale-invariant measure. 

3. Networks for paleoclimatic series are qualitatively different from both random networks and dynamic 

chaos networks. They differ significantly from each other, indicating a lack of coordinated dynamics of 

reconstruction. Mutual differences decrease with an increase in the dimension of investment, which is 

possibly due to the presence of long correlations (24 years, 60 years or more). Markov networks support 

these findings. 

4. The structure of the networks for the reconstruction of the annual Wolf numbers substantially depends 

on the dimension of the immersion. At low dimensions, networks are close to dynamic chaos; at large, they 

are similar to the networks of climatic series. Perhaps this is due to the absence of significant long-term 

relationships between cycles in the analyzed time interval. 
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Abstract. The article is devoted to the problem of ensuring the ecological safety of the operation of 

rocket and space complexes. Within the framework of the concept of the controlled descent of the spent 

first stages of the launch vehicle, a fundamentally new approach to the problem of ensuring the 

environmental safety of land fall areas is proposed. This approach ensures fire and explosion safety and a 

decrease in the size of the fall areas as well as the extraction of unused fuel residues in the tanks and pipings 

of the worked-off stage for performing maneuvers to descend into a given region. 

The object of research is the processes, as well as information flows circulating in the analytical 

information systems of the fall areas, the cosmodrome and the design bureau to develop recommendations 

for innovative technology for creating launch vehicles with improved environmental characteristics. 

The objective of research is to analyze the state of the problem of technogenic impact of liquid-fueled 

launch vehicles and preparation of initial data for the development of an upgraded information and 

analytical system. 

The presented original concept consists in a combined method of reducing the anthropogenic impact of 

the separated parts of launch vehicles by installing an additional system. This system provides a controlled 

descent of the worked-off stages to a given aiming point, and optimizing the fall areas based on the criteria 

of resistance to the technogenic impact of space rocket launches through the development of information 

and analytical system. A methodology has been developed for the selection of these sites, based on the 

creation of an information and analytical system for the area of the fall, which will become an element of 

the existing system of environmental monitoring of the Baikonur cosmodrome. 

 

Key words: information and analytical system, database, launch vehicle, software package. 

 

1. Introduction 

The development of modern space vehicles, including advanced launch vehicles with liquid-

propellant rocket engines (LPRE), in accordance with the accepted recommendations of such 

organizations as the UN technical Subcommittee on the peaceful uses of outer space (COPUOS), 

the inter-Agency space debris coordination Committee (IADC) [1] should be accompanied by a 

radical change in approaches to the process of creating and operating launch vehicles. 

Currently, trends in reducing the man-made impact on the environment of launch vehicles with 

main liquid rocket engines (LPRE) to prevent explosions in the orbits of separating parts (SP) of 

launch vehicles are given in Support to the IADC Space Debris Mitigation Guidelines [2], and 

domestic works [3, 4]. 

However, there is a great example of a comprehensive solution to the problem. This refers to 

the SpaceX project, when the first stage of the launch vehicle after performing a maneuver in the 

atmosphere lands strictly in the designated place on the Earth's surface or in the ocean. In addition 

to SpaceX, a number of innovative projects (Blue Origin, Sierra Nevada Corporation, etc.) are  
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being built in the United States using a similar model [5, 6]). In [7], the possible flight patterns of 

the separating part of the first stage equipped with a rocket-dynamic rescue system are analyzed 

using the example of a medium-class oxygen-kerosene two-stage launch vehicle, which is similar 

in its energy and mass characteristics to the Falcon-9 launch vehicle (LV), compiled according to 

the results of ballistic design. 

In turn, AIS is considered as an analytical information system for theoretical and experimental 

research and information support for bench tests of an Autonomous onboard descent system 

(AODS). 

Main tasks in the development of AODS for the first stage: 

- theoretical and experimental studies of evaporation processes in various schemes of heat 

supply to tanks; 

- simulation of various descent schemes of SP 1, including the use of aerodynamic braking by 

the SP 1 body, etc. 

- selection of AODS design parameters that increase not only environmental safety (ES) in the 

fall areas, but also increase other tactical and technical characteristics of the LV (payload mass, 

expansion of inclination ranges, reduction of the cost of launching the LV) , etc. 

For the purposes of this research, the information and analytical system (IAS) is considered as 

a system that provides a procedure for analyzing and making recommendations on innovative 

technology for creating advanced launch vehicles with improved environmental characteristics. 

The main factors of the technogenic impact of launches of LV with sustainer LPRE on the 

ecosystem of the allotted territories of Kazakhstan are reflected in a number of works [9, 10]. The 

development of promising launch vehicles with sustainer liquid jet engines, in accordance with the 

accepted recommendations [2, 8], provides for a significant reduction in the technogenic impact 

of the LV operation on the environment, including: 

– preventing the clogging of near-earth space by upper WS with cruising LPRE, which are 

large-sized explosive space debris; 

– a dramatic reduction in the number and areas of FA on the Earth's surface for the separating 

parts of the launch vehicle, which are fire hazardous and toxic objects, leading to chemical 

contamination of soil and soils with residues of liquid toxic PC such as: asymmetric 

dimethylhydrazine, nitric acid, kerosene 

 

2 Analysis of existing information and analytical systems of the Baikonur complex 

The IAS of the cosmodrome environmental monitoring system (CEMS) is designed for 

collecting, processing, analyzing, and summarizing environmental information when solving a set 

of tasks of scientific and technical support for environmental monitoring in terms of providing 

them with structured information in the decision-making system. It serves as the basis for industrial 

environmental monitoring, which is carried out within the framework of the departmental 

environmental monitoring system of the Baikonur cosmodrome (CEMS), linked to the Unified 

state system for monitoring the environment and natural resources of the Republic of Kazakhstan. 

It should be noted that State environmental monitoring is carried out by specially authorized state 

bodies of the Republic of Kazakhstan, in accordance with the Environmental code of the Republic 

of Kazakhstan. State environmental monitoring on the territory of the Baikonur complex is carried 

out in agreement with the authorized bodies of the Russian Side in accordance with the ownership 

of the objects. 

Currently, the applied aspects of the IAS of the environmental monitoring system of the 

Baikonur complex are quite well developed. They are reflected in a number of main works on the 

functioning of the monitoring system, during the regular operation of rocket and space complexes 

and support facilities of the cosmodrome, as well as in possible emergency situations [9, 12]. 

The ideology of development of ecological safety of operation of space vehicles, as determined 

by the sponsors, is to develop recommendations for improving space-rocket equipment and 

technologies with improved environmental performance based on in-depth and comprehensive 

analysis of the environmental effects of space activities. 
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Based on the conducted research, it can be concluded that the existing IAS of the Baikonur 

complex do not fully reflect the issues of developing recommendations for improving and 

developing innovative technology for creating launch vehicles with improved environmental 

characteristics and require modernization. 

The concept is based on three important postulates that take into account the features of land-

based spaceports, as well as the requirements of the indigenous population to ensure quality living 

conditions. 

Postulate 1. The life cycle of the WS should not end, as it is currently implemented in the logic 

of operation of almost all Russian launch vehicles launched from the Baikonur cosmodrome - by 

achieving the specified motion parameters, shutting down the sustainer LPRE. The operating stage 

of the WS, similar to the spacecraft, should still be implemeneted, which provides for its transfer 

to the disposal orbit after the end of the active operation period. At this stage, the WS must ensure 

that the technogenic impact on the environment in the area of its intended fall is minimized. 

Postulate 2. At the present stage of the study, it is not expected to return the WS to the 

cosmodrome with its soft landing and subsequent reuse, similar to the first WS of the Falcon-9 

launch vehicle. 

Postulate 3. Perfect fall WS with practically dry fuel tanks and fuel lines with minimum 

deviation from the projected aiming point WS in the R-neighborhood from the optimum energy 

point of incidence of the WS. 

IAS of the Baikonur cosmodrome is the basis for environmental monitoring of space activities 

on the territory of the Republic of Kazakhstan. The innovative nature of the creation of rocket units 

consists in a comprehensive solution to the problem: the development of rocket units based on 

gasification, the development of AODS, the evaluation of the results using the IASlv. 

The interaction between IAScd and IASlv, like any information exchange between complex 

technical systems, is iterative in nature, which can be divided into several stages and levels, both 

as each IAS is ready and the current tasks solved by each IAS. 

1) At the current level, the primary task is to create an IASlv and form a database for each FA 

of the most acceptable points of WS fall from the condition  min {𝐶𝑖
v[�⃗� 𝑖(𝑥𝑖, 𝑦𝑖)] }. 

2) The information obtained is necessary for conducting research within the framework of 

IASlv, IASESLV for the following purposes: 

a) synthesis of various control programs for the LV movement on the active section of the 

launch trajectory without taking into account restrictions on the areas of the WS fall  (calculation 

�⃗� 𝑓𝑟𝑎(𝑥, 𝑦)); 

б) distance estimation 𝛥�⃗� between �⃗� fra(𝑥, 𝑦) and recommended points of falling assets obtained 

in IASfa of conditions  min{𝐶𝑖
v[�⃗� 𝑖(𝑥𝑖 , 𝑦𝑖)] };  

в) development of proposals for changing the design parameters of the WS for the 

implementation of maneuvers on the descent path. 

Implementation of the presented concept of enhancing the ecological safety of launch vehicles 

with sustainer LPRE will reduce the environmental load on the environment in the FA of the 

Baikonur cosmodrome due to a dramatic reduction in the FA area (controlled descent of the WS), 

a significant reduction in the likelihood of vegetation fires (due to the almost complete extraction 

of liquid fuel residues), selection of the safest (from an ecological point of view) points of the fall 

of the environment in the territory of the designated FA. 

 

3 Development of the initial data structure of the modernized IAS-M 

The formation of the structure of the initial data is based on the ontology of information 

interaction of the IAS of various levels developed within the framework of the project (Figure 1). 
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Figure 1 - IAS information interaction ontology 

 

3.1 Development of the IAS-M functional structureThe functional structure of the IAS-M 

includes: 

IASkd, - the existing IAS of the cosmodrome 

IASfa- additionally created IAS of the area of the WS fall 

IASlv - the existing IAS for the development of LV 

𝐼𝐴𝑆𝑙𝑣
𝑒𝑠- additionally created IAS for the formation of recommendations for the creation of a 

launch vehicle with improved environmental characteristics. 

IASlv is designed to generate data when developing promising launch vehicles in the area of 

WS landing. Functionally, IASlv solves the following tasks: 

а) according to the data received about the upcoming launch of the LV from the IASlv (the 

initial point of aiming the fall of the WS in the selected RP�⃗� 𝑝𝑟
𝑖𝑛𝑡(𝑥𝑖, 𝑦𝑖), optimal aiming point 

�⃗� 𝑓𝑟𝑎(𝑥, 𝑦), at which the mass of the payload injected into a given orbit is maximum, the partition 

of the FA area into N sections with areas Si (i = 1, …N), so that ∑ 𝑆𝑖
𝑁
𝑖=1 = 𝑆𝛴; 

б) in the selected N areas, N possible predicted coordinates of the points of WS fall are selected; 

в) distances are estimated 𝛥�⃗� 𝑖 = �⃗� 𝑓𝑟𝑎(𝑥, 𝑦) − �⃗� 𝑝𝑟(𝑥𝑖, 𝑦𝑖) to assess the possibility of the WS 

maneuver by shifting the point of WS fall by these values and are transmitted to the IASlv; 

г) based on the passport of this RP is calculated for each predicted point of incidence �⃗� 𝑖(𝑥𝑖, 𝑦𝑖) 

environmental damage E𝑖[�⃗� 𝑖(𝑥𝑖 , 𝑦𝑖)] from falling into this i-th section and, accordingly, the cost 

of restoration work 𝐶𝑖
v[�⃗� 𝑖(𝑥𝑖, 𝑦𝑖)]; 

г) the obtained information is transmitted to the IASrn for calculating the programs for 

controlling the movement of the launch vehicle in the active section of the injection trajectory and 

programs for controlling the movement of the WS in the section of descent to the selected point, 

which is determined from the analysis of the data array {𝐶𝑖
v[�⃗� 𝑖(𝑥𝑖 , 𝑦𝑖)] }, оцScores of the ballistic 

capabilities of the AODS for maneuvering to change the coordinates of the point of incidence by 

𝛥�⃗� 𝑖 = �⃗� 𝑓𝑟𝑎(𝑥, 𝑦) − �⃗� пprр(𝑥𝑖 , 𝑦𝑖). 
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As follows from the given Figure 2, it is possible to ensure the fall of the WS into areas with 

significantly different landscape conditions. In this case, it is assumed that an ABS is installed on 

the WS, which provides control of the OWSS movement on the descent trajectory. As a result of 

this control, the accuracy of the WS fall is similar to the accuracy of the SP1LV "Falcon-9" landing 

when landing on a cosmodrome or a floating barge. 

 

 
Figure 2 - General schematic diagram of information flows between IAScd, IASfa, IASlv, 

IA𝑆𝑙𝑣
𝑒𝑠 

 

In addition to the information received from the IASfa, which is necessary to improve the 

environmental safety of the LV, the IASfa is carrying out work. 

 

3.2 Architecture of the IAS-M software package 

The purpose of the software package is to ensure the management of the IAS, focused on 

achieving the goals of the project: researching an innovative technology for creating a launch 

vehicle with improved environmental characteristics. 

The architecture of the software package (Figure 3) supports working with a distributed 

database. The system is divided into several subsystems ("nodes"), each "node" has its own 

database (DB). Synchronization of "nodes" with the central database is ensured through 

replications, which allows the use of the DBMS in conditions of insufficient bandwidth of 

communication channels. 

 

 
Figure 3 - Architecture of the software package 

 

3.3 Initial data for IAS-M development 
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1) "Ecopassport»: 

The subsystem concentrates the initial data containing data on the WS FA, which is necessary 

to ensure the functioning of the IAS-M during the regular testing and operation of the LV and 

includes: 

- General information about the company responsible for the operation of the fall area; 

- General information about the area where the SP LV falls and adjacent territories; 

- Characteristics of natural and climatic conditions on the territory of the fall areas; 

- Information about anthropogenic sources of pollution in FA and adjacent territories. 

Characteristics of the background ecological state of the NE; 

- Characteristics of sources of FA pollution in rocket and space activities; 

- Stability of soils; 

- Impact of the SPLV in FA and adjacent territories; 

- Levels of pollution of objects of the natural environment on the territory of FA and adjacent 

territories of RFC and their toxic derivatives: atmospheric air, biotic objects and levels of their 

pollution. Assessment of the environmental situation in FA and adjacent territories; 

- Information about the amount of payments for pollution of the NE of FA, environmental 

protection measures 

- Regulatory and reference data. 

2) «Toxicity». 

The subsystem concentrates the initial data containing data on the hygienic normalization of 

RFC and products of their chemical transformation in objects: 

- Scale of contamination of FA RFC and products of their transformations; 

- Characteristics of physical and chemical properties (PCP) and biological effects of liquid 

rocket propellants and their transformation products; 

- Maximum permissible concentrations of rocket fuel components and some products of their 

chemical transformation in environmental objects; 

- Results of in-house determination of rocket fuel components and products of their chemical 

transformation in environmental objects for each launch of the LV; 

- Characteristics of physical and chemical properties and biological effects of liquid rocket fuels 

and their transformation products; 

- Methods and technologies for detoxification of soils contaminated with toxic RFC; 

- The initial concentration of RFC in the experimental sites and the results of quantitative 

chemical analysis; 

- Results of identification of RFC and products of their transformation in soil samples before 

and after detoxification using the method of chromatography-mass spectrometry; 

- Hygienic studies of FA and areas of influence; 

- Regulatory and reference data. 

3) «GIS». 

The subsystem concentrates the source data containing GIS data for the WS FA: 

- Attribute data on economic activity in a certain area of impact of separating parts of launch 

vehicles and in adjacent territories; 

- Road network and terrain conditions; 

- Power grid of the locality in FA; 

- Cartographic materials: placing households in FA maps and FA maps FA soil, etc. 

- Records of data on the number and coordinates of the fall of the WS in FA; 

- SR (launch date, type of LV, SC, total launch mass of the LV); 

- SR withdrawal routes on the territory of Kazakhstan; 

- Regulatory and reference data. 

4) «Accuracy». 

В подсистеме концентрируются исходные данные, containing design parameters for 

ballistic descent WS results WS landing in FA for the evaluation of decisions made according to 

the requirements of the guaranteed drop at the given coordinates of the target point: 
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- Calculated data of the WS ballistic descent; 

- Meteorological data for the launch day of the SR; 

- Telemetry and external trajectory measurements on the active part of the trajectory (APT) of 

the first stage of the SR; 

- Possible scenarios for the development of the environmental situation in the SRV areas, 

depending on the deviation from the specified coordinates of the aiming points; 

- Regulatory and reference data. 

5) « Modeling». 

The subsystem concentrates the standard mathematical apparatus necessary for making 

recommendations for improving the LV. 

 

4 Conclusion 

1. The analysis of existing IAS is carried out. An ontology of IAS information interaction has 

been developed: IAScd, IASfa, IASlv, IAS𝑙𝑣
𝑒𝑠 to assess the technogenic impact of the launch of the 

LV on the selected fall area, integrated into the General IAS of the Baikonur cosmodrome. 

2. The functional structure and architecture of the software package were developed, and the 

initial data for the development of IAS-m were prepared. 
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Abstract. In this work we present the theoretical approach over solving the back-reference problem in 

regular expression matching within the almost polynomial time using local search within the memory, while 

within the growth of capturing groups we obtain the exponential results: for this purpose we develop the 

modified matching algorithm operating on non-deterministic finite automata within the modified search 

algorithm and presence of the specific method also over extended regular expressions. This is made due to 

the algorithm which can be adjusted for approximate searching allowing us to imply extended operators 

and features of modern regular expressions like intersection, subtraction and complement, as well as back-

references. The review of past work on this issues is also done: to the present time there is no discrete 

algorithm in systems like automata for local search. Thus, we obtain the new result of matching the pattern 

locally while the simulating algorithm works as usual. The obtained result also refers to the membership 

problem with local bound which can be set in the main algorithm presented in this article. 

 

Keywords: Back-reference, Finite Automata, Local Search, Extended regular expressions. 
  
Introduction 

As of the regular expression languages nature and the proposed solution of extending it with a repeater 

like back-reference, in the modern era this feature is used in analyzing specific sequences in the medicine 

[1]. 

Thus, the back-reference problem is considered widely as NP-complete and the backtracking algorithm 

is used for the matching problem [2]. 

However, due to the memoization [2] the backtracking process can be optimized — as we use the same 

approach in giving the memoization of the matching process for back-references and corresponding 

capturing groups. 

The solution also covers the regular expression features like look-ahead and extended operators. 

Typically we define the non-deterministic finite automaton (NFA) as a tuple of alphabet A, states S, list 

of transitions T, starting state s0 and list of finishing or accepting states: 

 

                                                      <A, S, T, s0, F>                                                                  (1) 

 

In this work we will present the modified NFA for organizing the local search on back-reference, 

positive or negative look-ahead and look-behind and extended set of operators like intersection, 

complement and subtraction. 

 

Related past work review 

In [1] the importance and application of back-reference operator is given. 

In [2] the memoization principle is covered which we use in simulating the NFA within the capturing 

groups and back-references on the counter state – this method is presented further in this article. 

The work [3] deals with the backtracking matchers as they are commonly used in matching regular 

expression with back-references as an easy alternative to the approach presented in this paper, which uses 

the memoization of the state context and counter simulation for the state referred as ending in NFA for 

back-reference operator in regular expression. 

In [4] the subset construction of converting NFA to deterministic finite automaton (DFA) is given. 

In [5] the construction of NFA for the regular expression is given. 

In [6] the past work for converting regular expression to finite automata is presented. 

In [7] the definition of transitional NFA is given with respect to the context of captured groups to be 

https://orcid.org/XXXX-XXXX-XXXX-XXXX
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optimized towards memory consumption. 

In [8] the NFA constructions are presented for extended operators in regular expression like intersection, 

subtraction and complement which are to be used in local search during matching process as well as a back-

reference operator. 

The modern work [9] describes the logical constructions to model the features like positive or negative 

look-ahead and look-behind which is met in Perl and other regular expression flavors. 

In [10] the algorithm for converting regular expression directly into deterministic finite automaton is 

presented. It’s important to us as the example of the past work. 

In [11] the effective polynomial algorithm is given for extended regular expressions. We will show 

further that our automaton is as well quadratic in memory consumption as in complexity. 

In [12] the theory of complexity is presented – this is a seminal work of theory of complexity when the 

optimization problem is to be non-reliable if we deal with solution set explosion along the algorithm to 

check the correct solution in this set. 

We will state further that according to the NP-completeness of back-reference problem [13], using the 

counter heuristics we achieve polynomial results in time and memory. 

The work [14] considers the state explosion problem when converting NFA to DFA using techniques to 

avoid it. We consider modified or extended NFA in this work which can be built by any existing algorithm 

and mainly is from linear up to quadratic number of states in it. 

The work [15] is important for us in the sense of exact polynomial complexity, the algorithm for 

Traveling Salesman Problem (TSP) given in the article is exponential in time and can be considered as not 

optimal in the sense of modern computer architecture. 

Methodology 

Before proceeding to the NFA, we can mention that it can be transformed to DFA according to 

the algorithm by subset construction [4]. We can define the Thompson NFA [5] for our algorithm 

as it's not a conceptual decision and can be changed even to the derivative constructions by Berry-

Sethi [10] or other algorithms [6]. The use of NFA instead of DFA for local search isn’t principal 

as it will be shown further. 

The preliminary and the key idea is to define the context of captured groups and back-references 

in regular expression as following set of positions in the input string for each of the states in NFA: 

                             Context(S) = { (Li, Ri), (Bj, Ej) }, i = 1..N, j = 1..M,                       (2) 

where the N is the number of capturing groups, M is the number of back-references and the 

values in the set L and R are the positions of matched captures for the corresponding back-

reference in the searched text – B and E. 

To use the memoization principle we will extend the particular polynomial matching algorithm 

or even family of such algorithms [5] with the context principle where each context is dependent 

on the input string position is stored in each reached state during the simulation, while the modern 

solution can solve in general more effectively as to the memory consumption [7]. 

Thus, we obtain the polynomial results for our algorithm according to our results, when its 

complexity depends on the state of context in the state of simulated NFA as the stored set (2) is 

saved in memory – thus giving the possibility to exclude repeated intervals in the input during the 

pattern matching process. 

In this work for simulation purposes of local search we present the NFA with counter edges, 

where the counter is decreased by one at each step of the matching process, when the position in 

input is increased by one, and is included in the set of active states when the configuration complies 

to the present input, as well, as initialized to the counter value of the matched sub-string and is 

included for candidate when the counter value equals zero. 

The counter for the set of states S in automaton can be defined as follows: 

                                          Counter(S) = { (Si, Ci )}, Ci in N+,                                      (3) 
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where Si is the state of non-deterministic automaton and Ci is the corresponding counter value. 

Thus, the local search even for extended constructions [8] can be achieved by implying the 

counters in (3) and simulating the NFA within the active zero value when the state can be used 

further in the non-local search before it will be pushed to the structure like stack which is typically 

used in the simulation of NFA along the input string. The back-references and extended operators 

[8] are to be matched locally with respect to the counter and state composition (3) when it’s pushed 

to the stack for processing with the newly acquired counter value and, when, it equals to zero 

within the process of matching simulation, it becomes active or popped out from the same stack 

and forwarded to the matching procedure. 

We obtain the following algorithm of simulating the local search with delay using the counter 

values (3): 

Algorithm-1. The simulation of  NFA with the local delay using counter. 

define stack T; 

define set of states S; 

define the input string P; 

T := {}; 

S := { Starting state of automaton }; 

for i in 1..|P| loop 

 for s in S loop 

  if matched(P[i..j]): T.push ((s, |P[i..j]|)); 

  S.pop (s); 

 end loop 

 for t in T loop 

  t.C := t.C – 1; 

  if t.C = 0 then 

   T.pop (t); 

   S := S + { t.S }; 

  end if 

 end loop 

end loop 

The above algorithm procedure works in at most quadratic time and memory as it’s bound to 

all the sub-strings from the input. 
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The Algorithm-1 can be extended for the back-references in “matched” function when the 

context (2) is used to compare the captured group and the current input for equivalence after which 

the state is to be considered. 

Finally we state that the local search works on the extended NFA within the sub-program 

Algorithm-1 as follows: 

                                 <A, S, T, s0, F, Context(S), Counter(S)>                                      (4) 

The automaton (4) can be reduced only to counters if the back-references aren’t present. 

Thus, we obtain the principally new results for simulating NFA for extended operators like 

intersection subtraction and complement [8] as well as for a back-reference within the space of 

counter states and local search using structures in (2) and (3). These structures are to be used for 

simulating NFA for effective memoization of the captured groups and back-references (2) and 

for pop-operation delay, according to the matched string during local search using the structure 

(3). 

As back-reference problem is considered to be NP-complete – we solve it in polynomial time 

using the extra memory consumption using memoization principle and delay processing. 

The class of NP is to be considered exponential or even factorial. The backtracking algorithm 

for matching without complexity optimization gives almost factorial time, while in our method 

the memoization and counter state space is used which is limited to the quadratic of input string 

as all the sub-strings are to be considered for matching. 

In [8] using the algorithm from [4] the construction of deterministic finite automata (DFA) is 

presented. However, due to the state explosion problem these DFA cannot be universal and are 

bound to special cases where the explosion occurs. In this work we give the definition of local 

search with structures (2) and (3) which can be used in NFA which is linear in size to the regular 

expression with features like extended operators (intersection, complement and subtraction) and 

back-references. 

The features like pre-matching [9] can be also modeled in NFA instead of building the DFA 

with re-written structure using &-operator [8]. 

In general the local search is also effective as other algorithms [11] when computed according 

to the specific cases. 

So as to NP-completeness as we use quadratic memory in pattern matching routine the 

following statement of the complexity classes holds true: 

 

                                                   P = NP: M in P2,                                                  (5) 

 

where M is the memory factor. 

 

Conclusion 

Despite the fact that our idea is based upon the memory consumption and the complexity 

reduction to the polynomial order, there are open questions concerning the determinism and the 

configuration of reached states, which can change the behaviour of the matching process. This 

question remains open, however, we can be sure that local search with counter heuristics solves 

the problem of in-memory matching. 

The other point of view is the equality of P and NP classes with the use of memory (5) in 

computations for the NP-complete back-reference problem. 
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Abstract. Possession of information about the filtration characteristics of the host rocks allows you to 

plan the volume of ore production. The existing methodology for calculating the filtration properties of 

wells for uranium extraction by the method of underground borehole leaching is based on a system of rules 

that take into account only one geophysical parameter (apparent resistance-CS). The method gives a 

relatively low accuracy of calculating the filtration coefficient. In addition, it is not applicable in the case 

of defects in the recording of CS or distortion of values under the action of acid, which is widely used in 

uranium mining. At the same time, other geophysical parameters can be used to calculate the filtration 

coefficient, the use of which can increase the accuracy of the calculation by 10-20% when using machine 

learning methods. 

The paper assumes the study of the applicability of machine learning methods for predicting the filtration 

properties of the host rocks of wells for uranium extraction by the PSV (underground well leaching) method 

and a numerical assessment of the advantages of such an approach. A machine learning method will be 

developed to predict the filtration properties of rocks based on inaccurately marked electrical logging data. 

 

Keywords: Machine learning, geophysical studies of wells, filtration coefficient, inaccurate data. 

 

1. Introduction 

All over the world, uranium is the main resource for the operation of nuclear power plants. 

Deposits of uranium ores are not evenly distributed around the globe. Today, only 28 countries of 

the world extract valuable raw materials in their bowels. The main world reserves of uranium in 

the world are located in 8 countries. We will tell you a little more about the countries with the 

largest uranium reserves. 

Figure 1 shows the countries with the largest uranium reserves according to [1]. 
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Figure 1 - World reserves of natural uranium in the context of the worlds countries 

 

Analysis of information related to the leadership of countries in uranium reserves does not allow 

us to conclude that these same countries are leaders in uranium mining. 

In 2018, the world's largest uranium miners produced 86% of the world's uranium mined, 

according to the World Nuclear Association. The main uranium mining companies are mining 

corporations from Kazakhstan, Canada, Australia: they account for two-thirds of the world's 

production. 

Kazakhstan accounts for 39% of global uranium production. Production is carried out using the 

underground well leaching method (UWL). In this method, uranium is extracted through a network 

of pumping and injection wells, through which the leaching solution is circulated. For uranium 

production planning, the filtration properties of the host rocks are an important characteristic. 

Knowledge of the filtration properties in the form of a filtration coefficient allows planning the 

volume of ore extraction. The currently used method for calculating the filtration properties of 

wells for uranium production by the in-situ leaching method is based on a system of rules that 

takes into account only one geophysical parameter (apparent resistance). However, this method is 

not applicable in the case of a defect in the recording of apparent resistance or distortion of values 

under the influence of acid, which is widely used in uranium mining. However, other geophysical 

parameters may also be used to calculate the filtration coefficient, the use of which may improve 

the accuracy of the calculation. Multiple parameters can be taken into account with actual 

measurements using machine learning models (MLM).  

 MLM are divided into two groups [2, 3, 4]: 

− Unsupervised Learning (UL) [5]. 

− Supervised Learning (SL) [6]. 

UL solve the clustering problem when a multitude of previously unmarked objects are grouped 

by an automatic procedure based on the properties of these objects [7, 8]. 

SL is used when a potentially infinite number of objects distinguish final groups (classes) of 

some marked objects. The algorithm uses this initial classification as a model and marks out the 

unmarked objects and assigns them to a suitable group (class) based on the properties of these 

objects.  Although such algorithms are known, it is not trivial to select or develop a classifier for 

a particular practical task. What is required is a set of computational experiments, significant 
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preliminary work on data preparation, etc.  

For many years, the focus of machine learning researchers has been on petroleum geophysics, 

where the main task is to isolate reservoirs. In uranium geophysics, the standard set of studies 

contains far fewer methods, while at the same time it is necessary to determine the properties of 

many fairly small alternations. It makes the application of MLMs in uranium deposits more 

difficult than in oil geophysics. 

The task of determining filtration properties from log data refers to supervised learning or 

learning  by example. The mathematical problem of example-based learning should be regarded 

as an optimization task which can be solved by searching for the minimum value of the cost 

function )(J  in all available examples, defined as the sum of squares of the difference between 

the "predicted" value and the real value of y  in a numerious examples m. Hypothesis 
)(xh  is 

selected, which, with a certain set of parameters
i  provides a minimum value )(J :  

                                                         𝐽(𝜃) = 𝑚𝑖𝑛
1

2𝑚
∑(ℎ𝜃

𝑚

𝑖=1

(𝑥(𝑖)) − 𝑦(𝑖))2                                          (1.1)  

where m – numerious examples, h
 – function of the hypothesis, which can be linear (

xh 10  +=
) or non-linear (example, 

2

210 xxh  ++=
) with a different set of parameters

i . 

In order to find the optimal function 
)(xh  a gradient descent algorithm is used, the essence of 

which is the sequential change of 10 ,
 parameters using an expression 

                                     

                                               𝜃𝑗: = 𝜃𝑗 − 𝛼
𝜕

𝜕𝜃𝑗
𝐽(𝜃0, 𝜃1)                                                        (1.2)  

where   – learning parameter, and 

),( 10 


J
j



 is a derivative of the cost function of j


. The 

sign := means an assignment as opposed to an equal sign (=) in algebraic expressions. 

In this process, the algorithm steps are performed in such a way that both parameters are first 

changed simultaneously based on expression 1.2, and only then new values are assigned to them. 

In other words, the algorithm sequence of one algorithm step for the case of two parameters, 

expressed in pseudo-code, will be the next: 

),(: 10

0

00 


 Jtemp



−=

; 

),(: 10

1

11 


 Jtemp



−=

; 

00 :  temp=
; 

11 :  temp= . 

With regard to differentiation 

 

 
Several algorithms are useful for conducting the experiments, for example, ElasticNet (linear 

regression with L1 and L2 regularisations), gradient boosting (an ensemble of weak solution trees 

aggregated in a meta-busting model), and a neural network with a hidden layer. 
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ElasticNet [9] implements a model that combines two types of regulators: linear and square. 

Expression of the cost function for ElasticNet 

2)()(

1

))((
2

1
min)( ii

m

i

yxh
m

J −= 
=


  

2*)11(**5.0||||*1  ll −++   
In this case, if l1=0, he regularisation is only carried out using the square value of the parameters 

(l2), if l1=1, only the linear regulator (l1) is used, in other cases, when 0<l1<1 both types are 

combined. In this case  

 
2*)11(**5.0||||*1  ll −+   

can be expressed as a sum  

a * l1 + b * l2  ,  

where alpha = a + b и  l1 = a / (a + b). 

The essence of gradient boosting [10] s that, after calculating the optimum regression 

coefficient values and obtaining the hypothesis function 
)(xh с using some algorithm  (a), the 

error is calculated and a new function 
)(xhb  is selected, possibly using another algorithm (b), so 

that it minimizes the error of the previous one. 

min)()( )()()( →−+ ii

b

i yxhxh   
In other words, it is about minimizing the function 

))()(,( )()(

1

)( i

b

i
m

i

i

b xhxhyLJ  +=
=  

where L – error function that takes into account the results of algorithms a and b. If 
)(bJ

is 

still large, the third algorithm (c) is selected, and etc. Often as algorithms (a), (b), (с) and etc.,  

relatively shallow solution trees are used. The value of the error function gradient is used to find 

the minimum of function 
)(bJ

  
m

i

ii xhyL 1

)()( ))(,( =  

Given that the minimization of the function
m

i

i

bb xhJ 1

)( ))(( =  is achieved in the direction of the 

antigradient of the error function, algorithm (b) is configured so that the target values are not 
m

i

iy 1

)( )( = , but the antigradient  (
m

i

ii xhyL 1

)()(' ))(,( =−  ), i.e. the 
))(,(,( )()(')( iii xhyLx −

 pairs are used 

instead of ),( )()( ii yx  pairs in training algorithm (b). 

Multilayer artificial neural networks (multilayer perceptron) are one of the most popular 

methods of supervised learning, especially for multiple classes. The following cost function is used 

to set the   neural network weight: 
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1 1 1
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

,  

where L – number of neural network layers; ls
– number of neurons in layer l; K – number of 

classes (equal to the number of neurons in the output layer);   – weight matrix, and the hypothesis 

function is often a sigmoidal (logistic) function 
xT

e
xh

 −+
=

1

1
)(

,  

To minimize the error (learning) function of the multilayer ANN, the Back Propagation Error 

(BPE) algorithm [11] and its modifications are used to speed up the learning process. 

In the execution of the project, it is planned to determine the algorithm and its parameters, 

which will give the best result in predicting the filtration coefficient, by performing computational 

experiments using interval inaccurate data. The complexity of this process lies in its high 

variability. For example, if the researcher has large data volumes and significant computing power 

at his disposal, deep learning methods that solve complex machine learning tasks with high 
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precision can be used. On the other hand, if the number of examples is less than the number of 

properties, it is difficult to use support vector machines (SVM) because they are prone to retraining 

in this case. Thus, by selecting a certain number of methods to solve a task and changing their 

parameters (e.g. regularisation coefficient, number of layers of neural networks, etc.), it is 

necessary to assess the results of their work using one or more indicators, e.g. percentage (fraction) 

of correctly classified examples (accuracy). For the evaluation of 1st and 2nd type errors, the 

following are used: precision, recall, and the aggregates are F1 Score, Precision-Recall, and ROC. 

The following are used to assess the quality of regression dependence: r2_score, 

mean_absolute_error (absolute difference of target & predicted values), mean_squared_error 

(squared difference of target & predicted values), median_absolute_error (robust to outliers). 

There are currently no systems in place to intelligently interpret well logging data from uranium 

deposits for the purpose of calculating filtration characteristics. The method developed as a result 

of the project will make it possible to determine the value of the filtration coefficient with greater 

accuracy. Preliminary experiments suggest that the use of MLM will increase the accuracy of the 

calculation by 10-20%. 

 

2. Description of computational experiments and results 

As the initial data, the results of hydrogeological studies of wells performed at the exploration 

stage were used as the only source of actual data on the filtration properties of rocks. 

Computational experiments include data preprocessing, the formation of training and test data 

sets, and the calculation of the parameters of a classification or regression model. Data 

preprocessing has special features in this case, since interval samples obtained during electrical 

logging of wells serve as data sources. The formation of a training and test data set also has special 

features, since they must be formed taking into account the downhole data splitting and data 

splitting into folds. 

To find the best regression parameters and regularization coefficients, a grid-search was 

performed using the parameters of three algorithms with the recording of the results of testing 

cross-validation methods. 

- A set of models has been formed based on the gdir-search principle. 

- Testing was carried out, as a result of which model quality indicators were obtained, including 

the standard error and determination coefficient, after which the models were sorted by these 

indicators on a test sample and the top of the best models with optimal meta-parameter settings 

were selected. 

- To train the model, a dataset was formed containing data on the Budennovskoye field. 

- Splitting into folds for cross-validation was performed in two ways: 

The usual stratified splitting into folds, which ensures that the number of objects with different 

target values (the value of the filtration coefficient) is proportional to the total sample in the test 

and training sample 

Splitting into folds by wells — with this approach, each individual well was separated into the 

test sample in order to exclude the possibility of retraining the model for specific physical and 

filtration properties of individual wells, since a simple stratified splitting into folds cannot provide 

the calculation of indicative metrics of the assessment quality in such cases. 

- The search of regressors and their parameters took place according to the grid search principle, 

in which the significant parameters of the classifier are selected and their search takes place in a 

given interval and with a given step, after which the model is selected that has optimal quality 

indicators on test samples. 

 Table 1 shows the regressors that showed the best results on different sets of input data. 
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Table 1. Results of regressors on different sets of input data  

 
 

Conclusion 

Thus, the applied approach allowed us to evaluate the filtration properties of rocks better than 

the existing method. It is revealed that the correlation with the actual data is higher and less than 

the standard error. The expansion of the dataset due to logging data for a larger number of wells 

will increase the accuracy of the model. 
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Регрессор
Correlation 

train 

 Correlation 

test 
 MSE train  MSE test

КС MLP Regressor - one hidden layer with 201 neurons, 600 max iterations 0,494 0,613 32,389 35,872

КС+Код 

породы
MLP Regressor - one hidden layer with 201 neurons, 850 max iterations 0,502 0,488 30,968 38,384

КС+ПС MLP Regressor - one hidden layer with 201 neurons, 600 max iterations 0,596 0,535 25,785 30,472

КС+ПС+ Код 

породы
MLP Regressor - one hidden layer with 251 neurons, 100 max iterations 0,698 0,570 21,244 30,363

КС Расчет по принятой методике 0,261 48,32

https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.ElasticNet.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.ElasticNet.html
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