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Abstract. While the past work was focused on limited set of regular expressions (RE) within extended
operators like intersection, complement and subtraction (ERE), in this article we extend the definition of
RE for zero-width operators like Kleene closure. For this purpose the tagged states are implemented within
the space of states of the non-deterministic finite automata (NFA) as well as for modified subset
construction of deterministic finite automata (DFA). The prior research is good for extended operators,
however, empty words play vital role even in extended regular expression matching as well as for typical
regular expressions. Thus, the tagged states and transitions are introduced as well as the local search, which
was first developed for approximate back-reference matching and now is suitable for extended operators.
Thus, the linear complexity isn't avoided and is obtained for the general case of the grammars of regular
expressions. It's also shown that the limited set of grammar rules for regular expressions are the good idea
to obtain preliminary results for further generalization using algorithmic paradigms.

Keywords: extended operators, regular expression, algorithm.

Introduction

The prior work for ERE has the results as the membership problem for intersection is closed
under LOGCFL [1] and are quadratic in general to the number of states in produced NFA.

Berry and Sethi propose derivative within the extended operators [2], however, the state
explosion in this case cannot be avoided.

Neven et al. [3] study the extended operators and show comparable results to the previous
research.

Laurikari, Ville, [4] introduces the tagged transitions in NFA — this is the basic idea of our
present approach which will be described later in this article.

Rabin-Scott [5] construction within the extended operators [6] is also presented by the
algorithm with tagged transitions.

We will use here also the local search algorithm as an alternative to the tagged transitions and
show that it doesn't give the quadratic explosion of complexity or space-time tradeoff [7].

The latest research was based on limited set regular expressions [8] while the Kleene star
operator was missing. In this article we show the general case when zero-width operators are
included within the local search in NFA or within the modified subset construction on tagged NFA.

The best known result for the complexity of extended regular expression matching is
presented in [11]. We out-perform in this article this bound giving the complexity of O(mn) which
is linear to both factors like the size of the expression as well as the size of the input parameter.

The problem of finding the equivalence for the short regular expression along the intersection
operator is presented in [12]. Thus, the equivalence of languages can be also solved efficiently by
our algorithm.

Definition of Limited ERE. Our prior research was mainly focused on limited set of non-
zero width operators in ERE which are as follows:

L(R1|R2) =L(R) :win L(R1) or win L(R2),
L(R1 & R2)=L(R): winL(R1) and w in L(R2),
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L(R+) =L(R): win L(R)+,
L(R1-R2) =L(R): win L(R1) and w not in L(R2),
L(~R) = L(R): wnot in L(R).

The above definition was used in the prior works of the author [6, 7, 8] while the Kleene star
operator and zero-width elements were missing which is thus the limited set of regular expressions.
Of course, we can insist on the fact that they are sufficient for matching process and are good
alternative as for ideas proposed by Dominik D. Freydenberger [9] of the limited sets.

However, to feel the full power of regular expressions the zero-width Kleene closure as well
as the empty word is to be introduced as they are widely used in practice to represent the common
sets within the pre-defined task of the operator to code the language or pattern for matching against
input string.

The limited REs presented in this article, however, aren't limited to the extended operators
like intersection, subtraction and complement: at least the empty words are missing. This will be
discussed further.

Definition of Zero-width ERE. The zero-width ERE mainly consist of Kleene closure
operator and include empty words which are to be handled correctly without loss of generality.
We've already mentioned that our prior research focused on limited set of ERE.

Thus, zero-width ERE are as follows:

L(R*) = L(R): win L(R)*,
L(R?) = L(R): win L(R) or w is an empty word,
L(empty word) = empty word.

Thus, we extend our common set of regular expression grammars to the zero-width operator
like Kleene closure. As per the prior work [6, 7, 8] it was the limited set, however, later in this
article we will show how to cope with the solutions and avoid complexity and code expansion.

The star operator gives us the possibility to encode the empty words as an alternative to the
either finite or infinite sets of words in language L(R).

Zero-width ERE can be found in almost all regular expression flavors to the present time and
cannot be posed as the limited set as we used it for an initial evaluation of the development of the
algorithms for the general case within the operators above.

Tagged NFA for Modified Subset Construction

We tag the starting state in our construction and there onwards we save it in the state, thus
making the construction possible. Another alternative to this approach would be usage of local
search for NFA matching, however, our proposal is for subset construction by Dana and Scott.

In this case the quadratic explosion is avoided due to the fact that the produced DFA can be
stored in table-like form.

The tag is to be placed on the incoming state from NFA construction for ERE which is defined
in [6]. Thus, the tag traces the operability of the finishing state and avoids errors within the nature
of concatenation operator which is essential as well as for RE and as for ERE.

Tagged NFA was introduced in [4] and was used for efficient submatch addressing, in our
work we use tagged NFA with free marks to track the reachability for extended operators like
intersection, subtraction and re-written complement.

The modified subset construction which was first introduced for intersection operator in [10]
was of limited nature for regular expressions, however, along with the latest research presented in
this article, it's clear that tagged transitions as well as tagged states in NFA solve the general case
problem for zero-width operators like star (*) or Kleene closure operator.

We have to note that complexity remains the same as per limited set of operators [8] in NFA
construction which is discussed further in the next section.

In any case the fact that the pre-computation is linear and the produced result is also linear
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gives us the better understanding of the future of ERE matching realization from the algorithmic
point of view.

Local Search and Tagged NFA alternative

The scalable window approach opposite to the naive method uses flowing window event when
the The better alternative for NFA would be approximate back-reference matching for ERE [7]. In
this case the linear bound for complexity also holds true as we save the local search addendums in
each phase of iteration. The O(mn)-memory complexity is also true for tagged NFA for proper
matching.

As we can see the memory consumption in this case cannot be avoided while the running time
complexity goes for a better side in O(mn), where m is the size of the pattern and n is the size of
the sought string.

For the local search it's impossible to construct the DFA via subset construction, however, it's
operable for extended regular expressions on NFA and is very effective against the quadratic
complexity explosion.

The local search is also linear as well as the alternative tagged NFA construction and matching
as we have to go further for the whole input, however, this fact gives us the notion for on-line
algorithms which operate on the timely limited set of data. Thus, the whole string for matching is
to be defined for local search rather than on-line perspective of the past work [6, 7, 8].

The local search [7] used for back-reference matching can be without loss of generality also
used in ERE matching — however, this is not so simple and challenging task for practical
evaluation. We can note here that limited set of regular expressions is a good solution to avoid the
bad practices for algorithmic design and composition.

Conclusion

We have introduced the main goals of our experimentation with extended operators and
original automata to obtain better results for ERE matching. Now, it's time for realization which is
algorithmic in main case within the modified subset construction for zero-width Kleene closure or
tagged NFA matching, or its alternative like local search.

Thus, the tagged NFA and local search alternatives are proposed for both NFA-matching or
modified subset construction without loss of generality for star operator and empty words, which
together form the practically full set of regular expressions with the extended operators like
intersection, complement and subtraction.

We also use the paradigm of algorithmic simplicity which is related to the realization process,
thus obtaining the efficient and linear algorithm which is well-studied in short for a better
evaluation. The Java project from repository can be obtained from the author by demand.

Thus, we state the new linear complexity of two factors in O(mn), where m is the size of the
regular expression pattern and m is the size input string to be matched. The memory consumption
due to the tagged NFA and produced DFA or local search in NFA remains same.

We also obtain a good result of not-rewriting the union operator like in prior author's work
using the methods developed in this work.
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AnHoTtauus. JlaHHOE HCCIEOBAaHHE HAIMPaBICHO Ha Pa3pabOTKy YHUKAJIBLHOTO MPOrPaMMHOTO
obecrieyeHus, 9YTOObl YCTPaHUTH MpOOJIEeMy TpU BBIOOpE TOW WM WHOU mat(opMmbl AJsl BHEAPCHUS
Takoro ponxa oOpas3oBaTelbHBIX yciyr. llpu pa3paboTke mporpaMMHBIX NPOAYKTOB BBl HUKOT/IA HE
JieficTByeTe 10 HAMTHIO — I10 KpaiiHeH Mepe, eciiy BBl HE IIaHupyeTe OuszHec-camoyOuiicTBo. Beerna
€CTb TOIIATrOBBIN IIaH, KOTOPOMY BHI CllelyeTe, 4YTOOBI IEPEHTH OT OHOTO 3Tamna K APYroMy, CIes 3a
TEM, YTOOBI BBl HE COCKOJIb3HYJIH, NEPEXos OT UAEH K BHEAPEHHUIO. JTa CTaThs MPEACTABISIET COOOH
WMMEDPCUBHEI 0030p Tporecca pa3pabdoTKh mporpamMMmHoro obecmedeHus. B pamkax mpormecca
OoOHapyeHHsT TPOAYKTa BCE CBOAMTCS K TOMY, YTOOBI COCAMHUTH TOUYKH MEXKAY TEM, UYTO BHI
HaMepeBaeTech CO3/1aTh, U TE€M, 3aX04EeT JIU KTO-HUOYb KOraa-HuOyab, 4TOOBI BBl 3TO HcHonb30Banu. K
3TOMY MOMEHTY BbI IOJDKHBI YK€ JOCTATOYHO 3HATh, 3a4€M BBl CO3/1a€T€ MPOAYKT U KTO €r0 KOHEUHbIE
none3oBarenu. Ho Bam HyxkHa Oosiee corylacOBaHHas CTpaTerusi, 4ToObl YCKOPHUTH IpoLEecc
NPOCKTHPOBAaHMsSI BMeECTe C Bamed koMaHmoi. [loMuMO mIaTHBIX 00pa3oBaTENBHBIX KYPCOB C
JOKYMEHTAJIHBIM ITOATBEPKICHUEM Pe3yIbTaTOB 00yUeHHUS CYIIECTBYIOT U BO3SMOXKHOCTH OECIIIIaTHOTO
UHTEpHET-00pa3oBanHus. (OOpa3oBaTeNbHBIC NPOrpaMMbl  MPEAINOJAaraloT  HECKOJBKO  YPOBHEH
MOJITOTOBKH, Pa3IMYHBIX 110 AJTUTEIFHOCTH U Ka4ECTBY.

KaroueBblie cioBa: Kypcel, BUI€OypoKu, TPEHUHTH, TeiMHU(UKaLUs, TUCTAHIIMOHHOE 00ydYeHHE,
KypaTop, IporpaMMHpOBaHKe, 00pa3oBaTeibHas 1aThopma.

BBeaenue

HeobOxonumMocTh BHEApEHUS TUCTAHIIMOHHBIX MHCTPYMEHTOB 00YUYEHHSI OSIBUIIACH 3a/10JIT0 10
nangemun COVID-19, onHako KapaHTHHHbIE MEpbl J0 MakCUMyMa YCWIMIM TpeOoBaHHE
HAXO0XJIEHNs TEXHOJOTrM4ecKux pemeHuid. Mnes co3zganust miatdopmbl i TUCTAHIIMOHHOTO
00yuYeHHMs ¥ MTOBBIIICHUS HABBIKOB B ONPEEICHHBIX 00pa30BaTeIbHBIX HANIPABICHHSX MOSBUIIACH
B 2020 rony. Torna 6a30Boii MPUUMHOM /17151 3aITycKa CIIy>KUJI0 HaJTMYKMe OOJIbIIOrO COLMAIbHOTO
npobena MEXIy TOpOJACKMM U PErHOHaJbHBIM HaceleHHeM. IIIKONBbHUKM KPYHHBIX TOpPOJIOB
MMEJH MPEeUMYILECTBO B IOCTYIIE K COBPEMEHHBIM 00pa30BaTeIbHBIM MPOAYKTAaM, TOT/Ia KaK UX
CBEpCTHHKHM BBIHYXJIEHBl MOJy4aTh «cTaHAapTHhle mnakeTb». Lludposas oOpasoBaTenbHas
mwiargopmMa — HMHPOPMAIIMOHHOE TMPOCTPAHCTBO, OOBEAUHSIONIEE YYACTHHUKOB Ipoliecca
00yueHHsI, KOTOpOe JaeT BO3MOXKHOCTD ISl YAAJICHHOTO 00pa3oBaHusi, 00eCeunBaeT JOCTYI K
METOJMYECKMM MaTepuanaM U UH(QOpMalMH, a TaKKe MO3BOJIIET OCYIIECTBISATh TECTUPOBAHUE
JUIsl KOHTPOJISL YPOBHS 3HaHUN oOyuaromuxcs [4].

B wMupe OTCYTCTBYIOT CHUCTEMHBbIE TEXHOJOTHYECKHE U OpraHU3allMOHHBIE pelIeHus,
MO3BOJISIOIINE B [TOJTHON Mepe JOOMBAThCA TEX JK€ COLMATbHBIX U 00pa30BaTENbHBIX PE3YIbTATOB,
KOTOpBIE JaeT «O0OblyHas» miKosia. PomuTenu, yuuTens M YYEHHMKH OKa3aJlUCh HE TOTOBBI K
JUCTAaHIIMOHHOMY OOYYEHHUIO KaK K €IMHCTBEHHOMY (opMaTy o0pazoBaTeIbHOro mpoiecca. ATy
CUTYallMI0 HaJ0 TPHU3HATh U CPOYHO AKTUBU3HPOBATh HCCIEAOBAaHUSA U pPa3pabOTKH, YTOObI
BbIpaboTaTh pemieHusi, Kotopsle xots Obl Ha 70-80% mo3BONIAT 1OOMBATHCS MOJHOLEHHBIX,
COOTBETCTBYIOIIUX IIKOJIBHOM MporpaMMe oOpa3oBaTeNbHBIX pe3ynbTaToB [6]. OmgHako Hamo
IOpU3HATh, YTO B Ipolecce OBICTPOro Mepexofa Ha AWCTAHIMOHHbBIE (QOpMaThl OOJIBLION
npoOiaeMoll cTan JeQUUUAT HMHTEPAKTUBHBIX Y4YEOHBIX MaTepHalOB, MHTEPECHBIX 3aJaHUN C
00paTHOM CBS3bIO, a TAKXKE ONBITA M HHCTPYMEHTOB KOJUIEKTUBHOM paboThl B LM(POBOIA cpere.
[TpoGaemMoii cTasio M MPOCTO HETOCTATOYHOE 3HAKOMCTBO YUUTENIECH C TAKUMH HHCTPYMEHTAMH.
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Hogoe nonsitue «obpaszoBarenbHas mathopMa» yBEpEHHO BOILIO B JKU3Hb HCCIIEIOBATEINCH,
IIEJIArOTOB U CTY/ICHTOB, OJIHAKO KOHKPETHOE ONPE/ICTICHUE ITOW KATErOPHU HaMHU TaK M He ObLIO
HaﬁI[CHO. I/I3yqa51 HHTCPHCT-IPOCKTHI, Mbl HNPUIIIMA K CICAYIOIICMY IOHHMMAHHIO TCPMHHA
«oOpazoBarenpHas IIaTpopMa» — OTO OrPAHUYCHHBIN, JHUYHOCTHO OPHEHTUPOBAHHBIN
MHTEPHET-PECypC WIN OTPaHUYCHHAS! HHTEPAKTUBHAS CETh MT0I00HBIX, TTOJTHOCTHIO OCBAIICHHBIN
BOIIpOCcaM O0pa30BaHUS M PaA3BUTHUS, HEIMPEMEHHO COJCp)KallMid ydeOHble Marephaibl U
HpeI[OCTaBJ'ISIIOH_II/If/'I HUX TI0JIb30BATC/IsIM Ha TEX WKW HHBIX YCJIOBHUAX. ITomMumo TUIATHBIX
00pa3oBaTelIbHBIX KYpCOB C JOKYMEHTAJbHBIM MOATBEP)KIACHHEM pPE3yJIbTaTOB OOYyYCHHUS
CYUIECTBYIOT M BO3MOXHOCTH O€CIUIaTHOrO HWHTepHeT-o0pa3oBaHus. (OOpa3oBaTenbHBIC
HPOrpaMMBbl TIPEIIIONIAral0T HECKOJIBKO YPOBHEW MOATOTOBKH, PAa3IHYHBIX 110 JUIUTCIBHOCTH U
KauecTBY.

[TpoBeneHHBIN aHAIN3 MTO3BOJISET CAENATh CIETYIOIINE OCHOBHBIE BBIBODIL:

HeB03MO0KHO MOJIHOCTBIO MEPEeBECTH 00Pa30BaTENIbHBIN MPOLECC B AUCTAHIIMOHHBIN (hopmar,
COXpaHUB Ty k€ 3(PPeKTHBHOCTh. B mucraHmmoHHOM Qopmare OTCYTCTBYeT IUIOTHAs cpena
CIIOHTAHHOTO JIMYHOTO OOINEHHSA, B HEM HENb3s pPeajqn30BaTh IMOJHOIEHHO MEXaHU3MbI
JTUCHUTITMHAPOBAHUS, COLIMAIIBHOTO KOHTPOJISI U 0OpaTHOM CBS3H.

Opnnako kadecTBeHHbIE LU(POBbIE MHCTPYMEHTHI MOTYT MO3BOJUTH JOOUBATHCS XOPOIIUX
00pa30BaTeNbHbIX pE3yJbTATOB, IPEXKIE BCErO0 € TOYKH 3pEHUs OOY4YEHMsS] KOHKPETHBIM
muciuriiHaM. OHU CO3/1al0T BO3MOXKHOCTh Yy4acTHsl B y4eOHOM Mpoliecce JeTeil, KOTOphIe He
MOTYT IIOCEIIaTh COOTBETCTBYIOIIME YpoKU. OHHM TakKe MOTYT CO3/1aBaTh BO3MOKHOCTh
WHAUBUAyAIU3AllMM  Y4€OHBIX TpPAaGKTOPHM M  aBTOMAaTH3allMd PYTHHHBIX IPOIIECCOB
IpenoaaBaHMusl.

OcHOBHas Harpy3ka 1o KOHTPOJIIO U COIPOBOXKAECHUIO 00yUeHUs JeTel Jierna Ha pouTeneil.
MHorue pecypchl U CEpBUCHI UMEIOT BBICOKMIM METOAMYECKUN MOPOT BXOJa U MOTpedOBalu OT
poauTesel U MelaroroB CyleCTBEHHBIX BPEMEHHBIX U3JIEPKEK, B TO BPeMsI KaK JIOJKHBI ObLIH,
HAa00OpOT, CHUKATh PYTUHHYIO Harpy3Ky.

HenocrtaTouHsIM Uil aKTUBHOTO DPAaCHpPOCTPaHEHUs OOY4YeHHs B JTUCTAHIMOHHOM (opme
ABJISIETCS MTPEII0KEHUE NHTEPAKTUBHBIX 00pa30BaTEIbHBIX PECYPCOB, MPEXK/IE BCETO TPEHAKEPOB
KOMIUIEKCOB MHTEPAKTUBHBIX 33JaHUI ¢ OOPaTHOM CBS3bIO U aHATUTUKOM.

Cucrtema 00pa3oBaHus UMEET JOCTYI K OTPOMHOMY MHOTOOOpa3Hio OOIIENOJIb30BATEIHCKUX
WHCTPYMEHTOB pabOThl ¢ JOKYMEHTaMH, KOMMYHHKAI[UH, OpPTaHU3allid TPYNHOBOW paboThI,
oOpaTHO# cBsi3u. OHAKO 3TH UHCTPYMEHTHI OYEHb MaJIO UCIOJIb3YI0TCA. BMecTe ¢ TeM sIBHO He
XBaTaeT KOMILJIEKCHBIX PEIIEHUMN AJs IIKOJbI, T/Ie 3TH CPeACTBa ObLIM OBl MHTETPUPOBAHBI C
oOmeld cucTeMoW opraHu3anuu oOpa3oBaTeabHOro Tmporecca. be3 3Toro peamuzarus
JUCTAaHIIMOHHOTO (hopMaTa 00yUeHHUs MOXKET MOPOIUTh HETOHUMAHHE U Iy TaHHUILY.

[IpakTHUeckH OTCYTCTBYIOT TEOPETHYECKHE M TpaKTHYecKue pa3pabOoTKU BO3PACTHOM
crenupuKd UCTOIB30BaHUS MU(PPOBBIX MATEPUANIOB (IJIsl HAYaJIbHOW, OCHOBHOW M cTapiiei
ITKOJTBI).

B ycnoBusix wuCnonb30BaHMS ILIMPOKOTO TMEpedHs IIaTGopM, pecypcoB M CEpBUCOB
aKTyaJIbHBIMH CTaHOBSITCSI BOIIPOCHI XpaHEHUs U OOMEHa MEepCOHAIbHBIMU JaHHBIMHU, a TaKXKe
0e30MacHOCTH 00YYarOIINXCs U MEeIaroros B u(poBoii cpene.

Bo Bpemst mangemMuu OOJIBIIMHCTBO MPOBAMIEPOB KPYHHBIX pEHICHUH MpeloCTaBHIIN
CBOOOJIHBIN 1OCTYN K CBOMM CEpBHCAM, MTOCEIIAeMOCTh MHOTHX IIIaTGopM Bbipocia B 5—10 pa3.

MO>XHO BBIAECTUTH TPU OCHOBHBIE 3ajaud, KOTOPHIE IMOMOTAIOT PEUINTh HU(POBBIE OHIANH
riatdopmbl s o0ydenus [1]:

1. nucraHmMOHHOE OOYYEeHHE M KOHTPOJIb 3HAHUM JIsl y4eOHOTO 3aBE/ICHNS,

2. aBTOMaTH3alus Tpolecca TOBBIIICHUS KBaIU(UKAIMK W OOy4YeHHUS COTPYIHHUKOB

KOMIIaHUM;
3. opraHu3anys o0y4aroImux KypcoB B pa3HbIX chepax OuzHeca.

OcTaHOBHUMCS HAa OCHOBHEBIX ILTIOCAX:
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1. oOyvarommuiics MOXET TOdy4YaTh WH(OPMAIMIO B yA0OHOE BpeMsi HE3aBHCHMO OT MECTa
HAXO0XJICHUS;
2. WCHOJb30BAHHWE COBPEMEHHBIX TEXHOJIOTUH M MYJIbTHUMEIMWHBIX CPEIACTB Y4eOHBIN
MaTeprajl MOXET OBbITh HAIJIAIHBIM, WHTEPECHBIM M JIOCTYIHBIM JUIS MOHHUMAHHS U
OCBOCHHMSI;
BCE HEOOXOMMBIC YUeOHBIC MAaTePUAIIBI IOCTYITHBI POXOASIIEMY O0yUYCHHE;,
camocTosTelbHas paboTa pa3BUBAECT CAMOOPTaHU3ALNIO, TUCIUILTNHY, MHUITUATHBHOCTH;
BO3MOXXHOCTh JIUCTAHIIMOHHOTO O0YUYEHUS JIF0JIeH C OrPaHUYCHHBIMU BO3MOYKHOCTSIMH,
BO3MO>XHO ()OPMUPOBAHNE KYPCOB C HCIIOJIH30BAaHHEM HOBEHIIIMX METOIUK O0yUCHUS;
MOJIyYeHHUE CTATUCTHUKHA HAa BCEX JTamax oO0y4deHHs 1Mo 3()(HEKTUBHOCTH METOJHMKH U
00paTHOM CBsA3M OT 00y4yaeMbIX MO KayeCTBY MPENOJaBaHUs U JOCTYIHOCTH MaTepHuaa,
YTO JIaeT YHUKAJIbHYIO BO3MOXXHOCTh MOJU(PHUIIMPOBATH TIATPOPMY U YIYUIIATh MPOIIECC
o0yuenus [3].

NoOkow

Cucrema Up Skill

Moe pemienue, 3T0 yIpoIleHHbIH Ha0Op HHCTPYMEHTOB, KOTOPBIH 1O3BOJIUT JIETKO, OBICTPO U
IPOCTO 3aIyCTHTh TPOJAXy COOCTBEHHBIX KypcoB. lLlenmpio maHHBIX matdopM sBISETCS
o0ecrieyeHre BBICOKOIO KauecTBa 0Opa30BaHUs € MOMOUIbIO HU(PPOBBIX TEXHOJOTHH. JlaHHBIE
IaThOPMBl SBISIOTCS aKTYaJIbHBIMH JJISl J€TEH MIIQJIIET0 IIKOJIBHOTO BO3pacTa, TaK Kak
HarJSIIHOCTh M KAayeCTBEHHAsl BU3yaJlM3alUsl IO3BOJIAIOT ILIKOJBHUKAM OOJErduTh MpoLecc
3anmoMuHaHus uHGopManuu. B QyHKIHMSIX A7 3TOrO0 ecTh BCe HEOOXOAWMOE: €AMHBIA LEHTP
00yueHMsI, TPUEM OIIAThI, CKUJIKH U KYIIOHBI, IPOCTOE yIpaBlieHUe 00y4eHUEeM U reiMupHUKaIus,
BbIJjaua cepTuduKaToB. TeopeTrnueckas 4acTh Kypca MOXKET COCTOATh M3 TEKCTa, rpaduKd U
BUJICO0. 3/1€Ch €CTh TECTHI C ABTOMATUYECKOM MPOBEPKOM 1 OMPOCHI C OTKPHITHIMH BOIPOCAMHU.

Cucrema «Up skill» - To camoe perienre, BbI3BaHHOE 3aKPBITh JAHHBINA TPOOEI U IaTh JETAM
paBHbIE aKa/JieMHUYecKHue BO3MOXKHOCTH. Pa3paboTka OHIalHOBBIX 00pa3zoBaTeibHBIX MiIaTdopm
JI0OCTaTOYHO MHHOBAIIMOHHAS U MHTEpecHas 3aaa4ya. He Bcerna coznanue nono0HoM miar@opmsl
BO3MOYKHO Ha 06a3e CTaHJapTHBIX PELICHUH, XOTs B MHTEPHET celdac eCTh MHOTO MPEUIOKEHUI.
[TepBoe, yTO HakIaIbIBACT OrpaHUYEHUE HA HCIIOIb30BaHHE CTOPOHHETO CEpBUCA JUIS CO3JaHUs
Baleil 00pazoBaTeIbHON cUCTEMe — 3alluTa HHPOPMAIIUU OT JOCTYyTNa CTOPOHHUX JIUL.

[TonmynpHOCTH  DJIEKTPOHHBIX  OOpa3oBaTelIbHBIX  IIATGOPM C  HHTEPAKTUBHBIMU
BO3MOXHOCTSIMM 00yueHusi pacter. Ilepexox Ha ynaneHHoe oOydeHue TpeOyeT BHEIpPEHUsS B
IIPOLIECC COBPEMEHHBIX METOJO0B OOyUEHUs C HCIOJb30BAHUEM HE TOJBKO KOMIIBIOTEPOB, HO U
Jpyroil coBpeMeHHOH TexHUKH. Bee mnatdopmbl 00beIMHAIOT 331a4K, KOTOPbIE OHU TTO3BOJISIOT
pelaTh, pa3Hula JUIIb B HHTepdetice camoil matopmbl, TapuPHBIX MIIaHaX, UHHOPMATMOHHOM
HAIOJIHEHUH U BBIOOpE METOUK MpenojaBanus [2].

OcHoBHast 0cOOEHHOCTh MIIAT(HOPMbI — OHA OPUEHTHPOBAHA HA 00y4YEHHE NMPOTrPAMMHUCTOB.
OpnHako co3iaBaTh MOXKHO JIF0OBIE TIporpaMMel. [IporpammHoe obecniedenne no3Boisier cooparhb
B CHCTEME OIpeAeleHHYI0 0a3y 3HAaHUN, CTPYKTYpHpOBaThb €€ M MPOBOAMUTH IOJHOLIEHHOE
JUCTAaHIIMOHHOE OOydeHue OHJaiH. TeMbl ypOKOB MOTYT OBITh CaMbIMH DPa3HOOOpPa3HBIMH,
BKJIIOUATh B ce0sl TEOPETUYECKYIO M MPAKTHUUYECKYI0 YacTH, TEKCThl U BUJIEO, TECTUPOBAHUE U
CepTU(HKAINIO, UTPOBBIE AJIEMEHTHI U JIOMALIHHUE 33JaHus, KOHTPOJIb MPOrpecca U CTaTUCTUKY
[2]. Bo3MOXXHOCTh MCHOIB30BaTh pa3HbIE THUIBI O0YYaIOUIMX MaTepuaioB (Kypchl, BEOMHApHI,
TPEHUHTH, MapadoHbI), a TakXKe 3arpyXaTrb pa3Hble BUABI KOHTEHTa (TEKCTHI, BHJIEO,
n300paxeHus:, paispl, Ipe3eHTALNN).

BbesycnoBHo, komMMepueckue MmiaaT(opMbl OKa3bIBAIOTCS OoJsiee MPUBIEKATENbHBIMU B 3TOU
cdepe, MOCKOIbKY TakKHE IPOEKThl TPeOYIOT (PUHAHCOBBIX 3aTpaT M KOMaHABI I'PAMOTHBIX
CHELHMATNCTOB KaK B OOJIACTH CAHTOCTPOEHUS, PEeKJIaMbl, TaK U B MEAAroruke (AUJAKTUKE).
CokpalieHre BpeMEHHBIX 3aTpaT Ha 00y4eHHUE U MOBBIICHUE KauecTBa 00pa30BaHUs SIBIISIOTCS
OPUEHTHPAMU COBPEMEHHOCTHU. VIMEHHO TakMMHM MapKepaMH MOXHO 0003HAuUTh MPOIEcC
uHTeHcuukanuu ooyuenus. UHTeHcudukanys B 00pa3oBaHUU B IIUPOKOM CMBICIIE — TIPOIIECC,
IIEJIBI0 KOTOPOTO SIBJISICTCS MOBBITIICHUE Y (HEKTUBHOCTH 00yUYCHHS, YCBOCHHE OOJIBIIET0 00heMa
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UH(OpPMALIMHU 32 MEHBIINN WM MPEKHUN HHTEPBAJl BPEMEHHU.

JlucraHIoHHOe O0ydeHue IMpeanosaraeT u3yuyeHue MaTepuaia oOydarolumcs B OoJbLIeH
Mepe CaMOCTOSITeNbHO, 10 WHAMBUIYaJIbHOMY IUIaHY, B COOTBETCTBUM C JIMYHBIMHU
BO3MOXHOCTSIMM M JK€JIaHUEeM cTyneHTa. OO0ydeHue Takoro TuIa BKJIHOYACT B3aUMOJEHCTBUE
IpernoiaBaTessi U CTyJIeHTa, B OCHOBHOM, mocpencTBoM MHTepHera. B pesynbrate akTHBHOTO
UCMONb30BaHUsl ceTu VHTepHEeT Kak B JOUCTAaHIMOHHOM, TaK M B OHJAH-0O0pa3oBaHHUU Y
OOJNBIIMHCTBA  MOJB30BaTeNed M 0Opa3oBATENbHBIX  OpraHM3alWi,  MPE3EHTYIOLINX
o0Opa3oBaTeslbHbIE KYpChl M IIPOrpaMMbl, MPOUCXOIUT CIMSHHUE 3TUX ABYX (hopM oOydeHHs.
Otnuune >xe OHNANH-OOpa3oBaHUS B TOM, 4YTO Ipolecc OOy4deHus B OOJbIIeH CcTerneHu
npearnonaraeT HHTepaKTUBHOE MH(OPMAIIMIOHHO-00pa30BaTeIbHOE POCTPAHCTBO MIPU AKTUBHOM
y4acTMM TIelarora Kak OpraHu3aTopa M MOJAEpaTropa OHJIaH-B3aUMOJCHCTBHUS, IPOLIECC
MaKCHUMaJbHO MOXO0X Ha TPAAULHMOHHOE OOydeHHE, HO ayJIUTOPHbIE 3aHATUSA NPOXOJAT B
BUPTYaJIBHOU CpEAE.

CeroaHst B MUpe CyLIECTBYET 00JbIIOE Pa3sHOOOpa3ue HHCTPYMEHTOB, KOTOPbIE MOT'YT OBITh
UCTIOJIB30BaHbl B Y4eOHOW JesATeNBHOCTH. B 3TOM pasjene Mbl MOCTApaNCh BBIIBUTH U
CHCTEMaTU3UPOBATh T€ BUJIbI IUPPOBBIX CEPBUCOB U HHCTPYMEHTOB, KOTOPBIE:

1. WMEIT UCTOPHIO NCIIOIB30BAHUS B CUCTEME 00pa30BaHUS;

2. pacIpoCTpaHEeHbI B pyCCKOsI3bIYHOM cermMeHTe MHTepHera;

3. BOKpPYT KOTOPBIX YK€ CIIOKUIIMCH CETEBbIE COOOIIECTBA;

4. wumeroT chopMupoBaHHbIe 0a3bl 3HAHUH, /1€ KX/l KeJarolluii UCII0Ib30BaTh CEPBUC

CMOXET OIEPATUBHO MOIYYUTh JOMOJHUTEIBHYIO HH(POPMAITHIO;
5. HMEIOT HM3KHMI MOpor BXoJa M MOAXOIAT Ui IeJaroroB, He MMEIOMMX cuibHbIX WT-
KOMITETCHIIH.

MBI cUCTEeMaTH3UpPOBAJIM  CEPBUCHI IO  HECKOJBKUM  KaTeTOPHsIM  OTHOCHUTEIBHO
00pa3oBaTeNbHBIX 331a4, KOTOPhIE MOYKHO PEIIaTh C X TIOMOIIBI0. B onrcannu npuBoasaTcs 1u60
IpsMbI€ CCBUIKM Ha CETeBble COOOIIEeCTBAa U Me- TOJWYECKHE MaTepualbl, B KOTOPBIX MeIaror
MOXKET HAWTH JTydIllie MPAKTHUKU, TN00, €CIIM TaKUX COOOIIECTB MHOTO, O0Jiee 00IIHMe OMHCaHUs
cooO1IecTB, MO- 3BOJSIOIIME HAWTH HHTEepecylolre Mmarepuanbl. [lepBele mATH Kareropuit
OXBATHIBAIOT YHUBEPCAIBLHBIE CEPBUCHI, KOTOPBIE MOTYT OBITh IOJIE3HBI MEAaroraM He3aBUCHMO
OT MX NpeIMeTa, OCTallbHble — CIEHUATU3UPOBaHbl M BOCTPEOOBaHbI MpPU OpraHU3aLUU
JTVCTaHIIMOHHOHN pa- OOTHI MO OTPEAEICHHBIM IKOJIBHBIM MPEIMETAM.

KaroueBblie uncTpyMeHTHI cuctembl Up Skill
KutoueBsim nnctpymentam cuctembl Up SKill otHocsTCs:
1. Kypcel: kaxnplii Kypc - 3TO NpeaMeT, BKIOYaromMid B cebs Habop pa3nyHBbIX
MHCTPYMEHTOB JUIsl YCIEIHOM MOATOTOBKH.
2. Buneoypoxu: kaxxaasi mporpaMma uMeeT HECKOIBbKO MOJTYJIEH, B K&XKIOM MOIYJIe UMEeTCs
psil BUACOYPOKOB Ha Pa3JInYHbIE TEMBI.
TecTsl: B KOHIIE 00y4YeHHS TECTHI 10 BceM oOydaromuM Kypcam.
TpeHUpPOBKHU - 3TO MUHM-TECTHI Ul MOJAEpKaHUs (OPMBI U MOATOTOBKH K OCHOBHBIM
TecTaM. 3]IeCh MPUMEHSEeTCs] TeXHUKa (UTHEca - Pa3BUTHE KAYeCTB M POCT MBIIII]
BO3HHMKAET MyTEM PEryJIIpHBIX TPEHUPOBOK. Takxke u ¢ 00pa30BaTeIbHBIMUA HAaBBIKAMHU.
5. Store - BBl MOXeTE TPHOOpECTH MTOHpaBHUBINKECS BaM Kypc 1 Ha4aTh 00y4aThesl.
[efimudukanust - BaXKHBIH KOMIIOHEHT IPH pa3pabOTKe COBPEMEHHBIX 00pa3zoBaTeIbHbBIX
porpaMM, OCOOEHHO OpPHUEHTUpPOBaHHBIE NI AeTeld W moapocTkoB. K coxanenuro, ceiyac
3aBOeBaTh BHUMaHHE peOEHKa ropaszo CIO)KHEee BBUIY OIPOMHOTO KOHTEHTa BOKpYT Hero. B
CIMCKE NMPUOPUTETOB U MHTEPECOB JAJICKO HE KaXAbIi peOEHOK MOCTABUT MPOrpaMMHUPOBAHUE
BBIIIE KOMITBIOTEPHBIX Urp, Marvel’oBckux crokeToB U MPOYMX KpacoyHbIX BUAeopenieHuit. s
TOT0, YTOOBI XOTh KaK-TO KOHKYPUPOBATh C BBIIICONMCAHHBIM KOHTEHTOM, HEOOXOAUMO BHEAPSTH
UTPOBBIE MTPOIECCHl B 00pa30BaTENIbHbIC PELICHHUS.
Kypatop anamusupyer pe3ynbTaThl peOEHKa, KOPPEKTHpPYET INporpamMmy I[OATOTOBKH U
BbICTpanBaeT 3()(PEeKTUBHBIE MYTH AN MOJIydeHUs nporpecca. Takke JOJKHBI IPUCYTCTBOBATh

»w
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BUJCOKOH(EpPEHIIMN B OHJIAWH (opmare, TI€ B pPEKHUME PEATbHOTO BPEMEHH OOBSICHSIOT U
pa30OuparoT pa3n4HbIe TecThl. Tak Kak 00pa30oBaHuUE, TO MPOLIECC IBYCTOPOHHHUH, BCE YUaCTHUKH
JAHHOTO MPOLECCa MPUKIIAIBIBAIOT MAKCUMYM YCUJIHIA JJIs1 TOCTHIKEHUS PE3yJIbTaTa.

3akiaro4eHue

OcranpHbIe BO3MOXHOCTH IJIaT(GOPM HE CTOJIb BayKHBI, HO MBI Takke Oy/ieM o0paiaTh Ha HUX
BHUMaHME, HAIPUMEp: Ha YJ0OCTBO MHTepdeiica, Haauuue OECIIATHOTO TECTOBOTO MEPHOAA,
CTOMMOCTh pabOTHl TEXMOAJCP)KKH, CIOKHOCTH OCBOCHHS, HHTETPALUI0 C CEPBHCAMH,
BO3MOXKHOCTh KACTOMH3ALUU ¥ OPEHIMPOBAHUS H TIP.

[IpumensieMble B MacCOBBIX W TPHBATHBIX OHJIAMH-Kypcax 00pa3oBaTelbHBIE TEXHOJOTHH
JOJDKHBI oOecrieunBaTh BO3MOKHOCTE JOCTHIKCHUS PC3YJIbTATOB OGy‘ICHI/ISI HE3aBUCHUMO OT MECTa
HAaXOXJICHHUA CTYACHTOB. B cumily Maioro KoimuecTBa CilymiaTteleli B HPUBATHBIX Kypcax
BO3MO)XHAa OpraHu3allis CHHXPOHHBIX MEpONpPHUATHI: BeOMHAPOB, OHJIAWH-KOHCYJIbTALUHU,
Npe3eHTalHii MPOEKTOB U T.A4. lIpuMeHsieMble B MacCOBBIX OHJIAH-Kypcax METOJNBI M CPE/ICTBA
o0y4YeHHsI JOJDKHBI JIOMYCKaTh POCT KOJMYECTBA ciymiareneid ©0e3 CyIIeCTBEHHOrO pocTa
TPYIOEMKOCTH COIPOBOXKICHHUS M 0€3 IpSAMOro ydacTusi B padOTe CO CTyIEHTaMH aBTOpPOB
ImporpaMMmal. Taxknm O6p330M, B MACCOBBIX KypCaX HC OOJDKHBI HNPUMCHATHCA CUHXPOHHBIC
00pa3oBaTeNbHBIC TEXHOJNOTHU. [IpH IIaHUPOBAaHUM CONEPKAHUS CIEIYeT YETKO Pa3lelisiTh
00s13aTeNIbHBIE W JIOTIOJIHUTENIbHBIE AJIEMEHTHl OHJIAH-Kypca, MOCKOJIBKY 3TO CIIOCOOCTBYET
COKpALICHUIO HAarPy3KH Ha CIyIIATeNs MPU COXPAHCHHUH IUIAHUPYEMBIX PE3yJIbTaTOB OOYYEHHUS.
Kypcel, peanusyroomuecss TOJTHOCTBIO OHJIAWH, JMJOJDKHBI —COJIEp)KaTh BCE MaTepHalbl,
HEOOXOAMMBIE ISl BHIIOJHEHHS BceX (JOpM KOHTPOJIS M JOCTH)KEHHS BCEX 3aIUIaHUPOBAHHBIX
pe3ynpTatoB oOyueHus. CTyIeHTBI MOTYT y4yacTBOBaTh B Iporecce (pOpMHUPOBaHUS HOBOTO
KOHTEHTa Kypca. Pumocodus 3aKiroyaeTcs B MOCTPOSHUHM TPEYTrOoJIbHUKA MEXKIY POAUTENIEM,
peOEHKOM 1 KOMIIaHHUEH, BO TJ1aBe KOTOPOro O€3yCI0OBHO CTOUT PEOEHOK.

Takum oOpa3oM, oOpa3oBarenbHble IUIATGOPMBI  SIBIAIOTCA  YAAYHBIM  HCTOYHUKOM
UH(OPMAIINH /IS TIEJJaroroB, 3aJa4a KOTOPhIX 3aKIF0YaeTCsl B MO00pe U BHEAPSHUH MaTeprasa
B yueOHbIH mporecc. Heo6xoqumMo Henobp30BaTh 3TH MHCTPYMEHTHI A7 pa3HooOpasus mpoliecca
06y‘~IeHI/I5[, PasBUTHUA HHTEPECA HIKOJIBHHUKOB, IMOBBIIICHHUA MOTHBALIUHU K 06y‘-ICHI/IIO n T.AO.
AKTHBHOE HCHOJIb30BaHUE 00pa30BaTEIbHBIX MIAT(HOPM, CETEBBIX PECYPCOB MO3BOJIUT CO3/ATh
BUPTYaJIbHYI0 00pa30BaTEIbHYIO Cpelly 00111e00pa3oBaTeIbHOM MIKOIbI
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Anpgatna. by 3eprrey OiniM Oepy KpI3METTEpiHIH OCHI TYPIiH XY3ere achlpy YIIiH COJl HeMece Oacka
riaTpopMaHbel TaHAAy KesiHAe MpoOieMaHbl KOW YIIiH Oiperei OarmapiaManblK KaMTamachi3 €Tyl
azipneyre OarpiTTanraH. barmapmaManblk jkacakTama eHIMJIEPIH 93ipiiey Ke3iHAe Ci3 eIIKallaH epiKci3
9pEeKeT eTeci3 - KeM JIereH/ie. OpKamad 0ip Ke3eHHEH KeJleci Ke3eHTe OTy VIIiH OpbIHIaTaThH KA aMIbIK
xocnap 6ap, uuesiaH icke achlpyFa KOIIKeH Ke3Jle CHIPFBIN KeTHEeHTIHIHI3re K3 KeTKi3iHi3. by1 makana
OaFmapiamanblK JKacaKTaMaHbl 93ipjey NpOILECiHIH TOJBIK MIONYbl OOJNbIT TaObuianel. OHIMII Taby
nporieciniyg 6ip Oeiri peTiHme OYJI ci3 JKacarbIHBI3 KeJIETiH Hopce MeH Oipey OHBI IaiJaTaHF bIHBI3 KEIETiH-
KEeIMENTiHI apachIHIaFrbl HYKTEJIepAi OalmaHpICTBRIpy Typanbl. OChl COTTE Ci3 OHIMII HE VIIH jKacaml
JKaTKAHBIHBI3/IbI YKOHE OHBIH COHFBI MaiAalaHyIbIIAPhI KIM eKeHIH )KeTKUTIKTI O1yiHi3 kepek. bipak cizniH
KOMaH/JaHbI30€H NW3allH MpPOLECiH XbUIIaMAaTy YIIiH ci3re yimecimai crparterusi KaxkeT. OKBITY
HOTIDKEJIEPiHIH KY)KaTTHIK oeli 0ap akpUIbl OimiM Oepy KypcTaphlHaH 0acKa, TETriH OHJIAWH OUTiM airy
MYMKiHJIri fe Oap. bimim Oepy OGarmapnamanapsl y3aKThIFbI MEH camachl OOWBIHINA OPTYPIIi OKBITYABIH
OipHere qeHreliH KaMTHIbL.
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as you move from idea to implementation. This article is an immersive overview of the software
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Abstract. Nowadays it is major to use recognition systems in each aspects of human life to automate
and to speed up some processes where we need quickly find something. This article examines the main
trend of technologies and algorithms of recognition systems which can use now and can give good results.
The disadvantages and advantages of three common schemes for the implementation of the face recognition
system are provided. The coefficients such as FAR and FRR are calculated for the main methods of
biometric identification. The dynamics of the development of the use of face recognition systems is
described. It is known that knowledge of trends and dynamics of the development are very important and
first main step in research process. Of course, without knowing what is required and changing in this area,
itis difficult to judge what exactly is in demand right now. It will also be impossible without knowledge to
predict or make assumptions about what will be in demand in the future.

Keywords: face recognition, FAR, FRR, 2D face recognition, 3D face recognition.

Brenenne

Nowadays face recognition is one of the most promising methods of biometric contactless
identification of a person by face. The first face recognition systems were implemented as
programs installed on a computer. Nowadays, facial recognition technology is most often used in
video surveillance systems, access control, on a variety of mobile and cloud platforms.
Massachusetts Institute of Technology Journal - MIT Technology Review ranked facial
recognition technology as one of the 10 Breakthrough Technologies of 2017 [1]. There is no
difficulty in illustrating the fantastic efficiency. In China, there are more than a billion people in
the database of the unified tracking and recognition system. The system uses 170 million cameras
in real time. It took a British BBC journalist 7 minutes to check how long it would take to be
detained if he moved around the capital of China, Beijing, while in the base of dangerous persons.

Bloomberg estimates the global face recognition market will grow from $ 4.05 billion in 2017
to $ 7.76 billion by 2022.
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Figure - 1. The amount of money earned from facial recognition technologies according to
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Description of the work of the face recognition system

By the way, a face recognition system can be described as a process of matching faces that have
fallen into the camera lens with a database of previously saved and identified images of reference
faces. According to the structural implementation of the face recognition system, three common
schemes can be distinguished [2].

The first one is Analysis of the video stream on the server. The most common implementation
scheme - an IP camera transmits a video stream to the server, on the server, specialized software
analyzes the video stream and compares the images of faces obtained from the video stream with
a database of reference faces.

3 =
. stream

Server IP-camera

Figure - 2. Analysis of the video stream on the server

The disadvantages of such a scheme will be high network load, high server cost, even the most
powerful server can be connected to a limited number of IP cameras, i.e. the larger the system, the
more servers.

The advantage is the ability to use an existing video surveillance system.

The second one is analysis of the video stream on the IP camera. In this case, the image analysis
will be performed on the camera itself, and the processed metadata will be transmitted to the server.

B =

Server IP-camera

Figure - 3. Analysis of the video stream on the IP camera

Disadvantages - special cameras are needed, the choice of which is extremely small at the
moment, the cost of cameras is higher than usual. Also, in systems of different manufacturers, the
issue of storage and size of the database of recognized faces of standards will be solved in different
ways, as well as issues of interaction between software on the camera and software on the server.

Advantages - connection of an almost unlimited number of cameras to one server.

The third one is analysis of the video stream on the access control device. Unlike the first two
schemes where IP cameras are used, in this case the camera is built into an access control device,
which, in addition to face recognition, which naturally occurs on the device, performs access
control functions, usually through a turnstile or an electric lock installed on the door. The database
of reference faces is stored on the device, and usually no longer in the form of photographs.

i

Access
Server control device

Figure - 4. Analysis of the video stream on the access control device

Disadvantages - as a rule, all such devices are produced for indoor use.
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Advantages - low cost of systems in comparison with video surveillance systems used for face
recognition.

In any case, the success of a face recognition project depends on three important factors:

* Recognition algorithm

* Databases of recognized faces (patterns)

* Algorithm speed

Face recognition technology

Typically, the system consists of a CCTV camera and software that performs image analysis.
Facial recognition software is based on image processing and computation of complex
mathematical algorithms that require a more powerful server than is usually required for video
surveillance systems.

We will be primarily interested in the quality indicators of the software. Secondly, what server
power will be needed to analyze the image and process the database with images, and in the third,
we will consider the issue of the applicability of IP cameras for the purposes of face recognition.
Special attention should be paid to the so-called "stand alone™ devices, which perform image
processing directly on the device itself and not on the server; also on such devices there can be a
database of reference faces in memory [3].

2D face recognition. 2D (two-dimensional) face recognition technology is based on flat two-
dimensional images. Face recognition algorithms use: anthropometric parameters of a face, graphs
- face models or elastic 2D-models of faces, as well as images with faces represented by a certain
set of physical or mathematical features. We will consider the popularity rating of face recognition
algorithms below.

2D image recognition is one of the most popular technologies at the moment. Since the main
databases of identified persons accumulated in the world are precisely two-dimensional. And the
main equipment already installed around the world is also 2D - as of 2016 - 350 million CCTV
cameras. That is why the main demand is for 2D face recognition systems.

And demand, as you know, stimulates supply, forcing developers to maximize efforts to
improve the 2D technology. These efforts sometimes bring unexpectedly interesting results, for
example in the form of creating a 3D face model from a 2D image. Researchers from the
Universities of Nottingham and Kingston have presented a 3D facial reconstruction project based
on one single image. The neural network, through which many volumetric 3D models of people
and ordinary portraits were passed, recreates the volumetric faces of people based on just one two-
dimensional face image.

Advantages. The huge advantage of 2D face recognition is the availability of ready-made
databases of face standards, and ready-made infrastructure. The maximum demand will fall on this
segment, and the demand will stimulate developers to improve technologies.

Disadvantages. Higher FAR and FRR error rates compared to 3D face recognition.

3D face recognition. 3D recognition is usually performed based on reconstructed 3D images.
3D face recognition technology has higher quality characteristics. Although, of course, it is not
ideal either [4].

There are several different 3D scanning technologies. These can be laser scanners with an
estimate of the distance from the scanner to the elements of the object's surface, special scanners
with structured illumination of the object's surface and mathematical processing of the bends of
the stripes, or it can be scanners that process synchronous stereopairs of face images using the
photogrammetric method.

One of the most researched 3D scanners by consumers and experts is Apple's famous Face ID.
The experience of using Face ID is extremely interesting and indicative, because, in fact, this is
the only device with 3D face recognition technology released to the mass market, if, of course,
you can consider the phone as a hundred as a device for the mass market.

Apple's 3D technology is the only one in the world that uses vertical emitting lasers (VCSELS),
rumored to have spent $ 1.5 billion to $ 2 billion on Face ID. VCSEL is supplied to Apple by two
companies Finisar Corp (Apple investment - $ 390 million) and Lumentum Holdings. And judging
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by the fact that other 3D technologies do not show such efficiency as Face 1D, face unlocking on
Android smartphones will not appear soon.

Naturally, Face ID does not cope with the tasks of identifying twins, although no one expected
this, but even with close relatives, failures happen. Result of comparative rates of FAR and FRR
represented in the table 1.

Table — 1. Rates FAR and FRR in 2D and 3D cases

Biometric identification method False acceptance rate (FAR) | False rejection rate (FRR)

Face recognition 2D 0.1% 2.5%

Face recognition 3D 0.0005% 0.1%

Advantages of 3D. Greater accuracy and fewer errors are still unattainable for 2D face
recognition systems.

Disadvantages of 3D. Easy enough to fake for professionals. Even Face ID, despite all the
coolness, was hacked by the Vietnamese company Bkav immediately after it went on sale. The
mask was created using a 3D printer. The cost of creating a mask is only $ 150. Making a mask is
difficult enough for an average person, and your mom is unlikely to be able to do it, but for
professionals it is like two fingers on the asphalt.

Do not use 3D facial recognition to protect against unauthorized access to laptops, smartphones,
rooms with a special level of secrecy, all of them can be easily hacked by professionals.

* 3D recognition requires special cameras for scanning, which are several times more expensive
than conventional CCTV cameras that are used in 2D recognition.

* Lack of ready-made databases of identified faces, compared to 2D recognition

* Twin recognition remains challenging for face recognition algorithms. On average, twins are
born per 1000 newborns worldwide, and this number varies greatly depending on the geographic
region.

The quality of the software

There are several important metrics for evaluating software quality. The most important of them
are FRR and FAR [5].

* False Reject Rate, FRR - the probability that the system does not identify the registered user
or does not confirm his authenticity. FRR is calculated as follows:

Let N, be the number of reference images in the database. FR - the number of false non-
recognitions (False Reject - Sadykova, not recognized as Sadykova),

FRR = == X 100% 1)

t

» False Acceptance Rate, FAR - the probability that the face recognition system mistakenly
identifies an unregistered user or confirms his authenticity. FAR is calculated as follows:

Let N; be the number of reference images in the database. FA - the number of false recognitions
(False Acceptation - Sadykova is recognized as Amirgaliyev),

FAR = == x 100% ()

t

The first and most important thing you need to know about these two indicators is that they are
not absolute, but relative, i.e. they may vary depending on the settings of the face recognition
algorithm. The second is that these indicators are interrelated - the lower the FAR, the higher the
FRR. The approximate values of FRR and FAR for face recognition systems and their relationship
are presented in the table 2 and table 3.
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Table — 2. The approximate values of FRR and FAR for face recognition systems

FAR FFR
0.1% 2.5%
0.01% 7%
0.001% 10%

Table — 3. Comparison of FAR and FRR of different biometric identification methods

Biometric identification method False acceptance rate False rejection rate
(FAR) (FRR)

Face recognition 2D 0.1% 2.5%
Face recognition 3D 0.0005% 0.1%
Fingerprint 0.001% 0.6%

Iris 0.00001% 0.016%
Retina 0.0001% 0.4%

Vein drawing 0.0008% 0.01%

Developers of face recognition algorithms

A recognition algorithm is usually not a ready-made software product, but a software algorithm
that has yet to be packaged into a software product and equipment.

There are a lot of manufacturers of recognition algorithms in the world, since there are
independent organizations that test the effectiveness of algorithms. The most famous: NIST - US
National Institute of Technology Standards and MegaFace - University of Washington, Labeled
Faces in the Wild, there are others. Competition results are constantly updated. Any company can
update its result at any time by re-passing the test. Not long ago NtechLab declared itself as the
winner, but today they are only in 4th place. NIST testing with results 2018 year will published
here. Since NIST conducts testing of algorithms, it takes place on a closed database of persons,
which excludes the preparation of the developer for testing [6].

First place algorithm is megvii-000 from Megvii, China [7]. This company Megvii with its main
products Face ++. According to estimates, the company's turnover was about $ 100 million.

Second place algorithm is visionlabs-003, 7th place - visionlabs-002, VisionLabs, Russia [8].

Third place algorithm is morpho-002, 17th place - morpho-000. OT-Morpho, France [9]. It is
the first heavyweight in the ranking with a turnover of almost 3 billion euros in 2017. Joint venture
between Oberthur Technologies (OT) and Safran Identity & Security (Morpho).

In fact, there are many more manufacturers of recognition algorithms, you can find many
missing here in the MegaFace rating. But even if you make a single list, it will still not be complete.
Almost all IT industry giants are developing their own face recognition algorithms - Facebook,
Google (considers its recognition system the most accurate), Baidu, Microsoft, Yandex (tests
driver authorization by face and voice), Vkontakte, Toshiba and many others. There are even open
source face recognition systems. From all this diversity, several simple conclusions can be drawn:
Comepetition in this market will intensify, its consequence has already become a multiple reduction
in prices. For example, Macroscop lowered its prices for the recognition module by 18 times,
which they happily report on their own website, as if sending a "big hello” to all their customers
who were lucky enough to buy the recognition module before 2017.

It is obvious that prices will continue to decline. The quality indicators of recognition
algorithms are constantly growing, and in many cases they differ insignificantly from each other,
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the price is significantly different, as you can see below, the performance differs even more
significantly, naturally such a parameter as performance should be tested on a database of
maximum volume. It is also easy to see that there are practically no manufacturers of equipment
for video surveillance systems in the ratings, and without video cameras and storage devices, this
whole story with algorithms is only playing on a computer. But the fact that they do not exist does
not mean that they do not see this market and do not understand its importance. Here's facial
recognition from Panasonic, NEC, Amazon and many more. In general, this market will soon
become very hot. In addition to software solutions (this is when the recognition takes place directly
on the server), there are also Stand Alone solutions - this is when the recognition takes place on
the reader.

Fields of application of face recognition systems

The specificity of the application of face recognition technology differs in different criticality
to errors, depending on the field of application [10].

List of main areas of application for face recognition:

* Access control systems

* Face recognition in transport

* Time tracking

* Face recognition in a crowd

» Age determination

* Gender determination

+ Counting unique visitors

* Authorization

* Payment systems

* Enterprise management systems

Face recognition technology is just entering the market, and no one can imagine the number of
applications now, here are just a few of them:

* China has installed cameras with facial recognition to ensure that each person receives exactly
the same amount of toilet paper.

« Airbnb in China will implement registration using a facial recognition system.

 Cameras installed in a school in Hangzhou not only recognize faces, but recognize and record
six types of student activity - reading, writing, listening, sleeping, as well as answering the teacher
and raising a hand if the child wants to ask something.

* Tele2 and Sberbank launched sales of SIM cards through terminals with face recognition

* Russian cinema chains have launched age and gender detection systems

@ Consumer devices
smartphones, cars, smart homes

Commercial sector
banking, retail, airport control

@ National security
security services, state identification system

2010

2021
(forecast)

Figure - 5. Industries in which the greatest opportunities for the implementation of face recognition
systems are concentrated

Conclusion

It is known that the topic of recognition system is relevant and the industries in which the
greatest opportunities for the implementation of face recognition systems are concentrated every
year only grows and develops. This article provides basic concepts and identifies development
trends. The advantages and disadvantages of these technologies, namely, the recognition
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technologies for today, are given. The paper also shows the calculations of the FRR and FAR,
respectively. Revealed the relationship between the two coefficients. These tables and figures in
the main part of the article inform and illustrate the dynamics of the development of recognition
systems, in particular face recognition. Judging by the data presented in the article, it is safe to say
that the systems and technologies in this industry are advanced and will be in demand. After all,
such giant companies as Facebook, Google and Apple annually invest more and more in research
on this topic.
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Anparna. Kazipri yakeiTTa KaHzail ga Oip HOpPCEHI JKbULAaM aHBIKTAy KaKeT OoiaThlH KenOip
MPOLIECTEPAl aBTOMATTAHIBIPY KOHE JKEACACTY VIIIH agaM eMIpiHiH OapiiblK acleKTUIEepiHJe TaHy
KYHenepiH maiiianaHy MasbI3ibl. byn Makamaga Ka3ipri yakpITTa KoJJaHyFa OOJIaTBIH KOHE KAKChI
HOTIXe Oepe anaTblH TaHy >KYHelepiHiH TEXHOJIOTHsUIapbl MEH alTOpUTMICPIHIH Heri3ri OarbITTapbl
KapacThIpbuIafbl. BeTTi TaHy JKYHECIH EHII3yAiH YII JKajilbl CXEMAaChIHBbIH KEMIIUIIKTepli MeH
apTHIKIIBUIBIKTApB! KenTipinreH. Heri3ri OnomeTpusuiblK colikecTeHipy oicrepi ymin FAR sxone FRR
CHKTBl (akTopiap ecenrenedi. berti Tany xyienepiH KOJAaHYAbIH JaMy TUHAMHUKACHI CHIIATTAJIFaH.
Jamy TeHIeHuMsIIapsl MEH ANHAMHUKACHIH 01Ty ©Te€ MaHBI3/Ibl )KOHE 3epTTey YAEpPICIHACT] aJIFalIKbl HET13r1
KaJaaM eKeHi Oenriti. OpuHe, OyJ1 cajlafa He Taar eTiICTiHIH )KOHe 03repMEHUTIHIH OlIMeliHIIIe, 11T Ka3ip
CYpaHBICTBIH HaKThl KaHIail eKeHiH aHbIkTay KublH. CoHpal-ak Oonmalmakra cypaHbiCKa uMe OOnaThiH
HOpCeHi OoipKay HeMece KopaMal jkacay OUTiM yKoHe jKaHa aKMapaTchl3 MYMKIH eMec.

Tyiiin ce3aep: Oerti Tany, FAR, FRR, 2D 6etTi Tany, 3D 0eTTi Tany.

HoBble moaxoasl K MeToaM pacno3HABAHUS JINI
II. Komana, E. Amupraiues, A. CaabikoBa
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AlcTpakT. B Hacrosmiee BpeMsi Ba)KHO HCIIOIB30BaTh CHCTEMBI PACHO3HABAHHUS BO BCEX ACIEKTaX
YeJI0BEUECKOM )KHU3HH, 9YTOOBI aBTOMATHU3HPOBATh M YyCKOPUTH HEKOTOPHIE MIPOLIECCHI, TI€ HaM HYXKHO YTO-
TO OBICTPO AETEKTHPOBaTh. B AaHHOW cTaThe paccMaTpHBalOTCS OCHOBHBIC HAIMPABJICHUS! TEXHOJIOTHHA U
QIITOPUTMOB CHCTEM pacIlO3HaBaHUs, KOTOPBIE MOXKHO HCIIONB30BATh YK€ ceifuac U KOTOpPBIE MOTYT JaTh
Xopomme pe3ynbTaThl. [IpUBOAATCS HEZOCTATKM W NPEHMYIIECTBA TPEX PACHPOCTPAHCHHBIX CXEM
peanu3anuy cucTeMbl pacro3naBanust nl. Takue koapduuumentsl, kak FAR n FRR, paccuntbiBarores 1iist
OCHOBHBIX METOJIOB OMoMmeTpuueckoil maeHTudukanuu. OnrcaHa AWHAMHKA Pa3BUTHUS HCIOIB30BAHUS
CHCTEM paCIIO3HaBaHMS JHI. V3BECTHO, YTO 3HAHHE TEHACHIWI W TUHAMHUKH PA3BUTHUS SBISACTCS OYECHb
Ba)KHBIM U MIEPBBIM OCHOBHBIM IIIaroM B HCCJIEJOBATEILCKOM Iporiecce. KoHeuHo, He 3Has, 4To TpedyeTcs
U MEHsIeTCs B 3TOH cdepe, CI0XKHO CyIUTh, YTO UMEHHO ceifyac BocTpeboBaHo. Takke Oy1eT HeBO3MOKHO
0e3 3HaHMI MTpeICKa3aTh WIN CAENaTh MPEIIOIOKEHUS O TOM, YTO OyIeT BOCTpeOOBaHO B Oy IyIIeM.

Kaiouessle cnoBa: pacroznaBanue nuil, FAR, FRR, 2D pacno3naBanue i, 3D pacrio3HaBanwme Jdil.
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Abstract. Automation of the processes of analysis, processing and transmission of information in the
development of information systems reduces the complexity of implementation, time and material costs,
frees up the resources of developers to solve more complex and creative tasks. The transition of document
management now to electronic document management technologies not only dramatically accelerates the
speed of business processes of companies, but also provides cost savings when abandoning paper media, to
minimize most operations when processing electronic documents, the use of artificial intelligence
technologies is considered effective. In the article I will consider the possibilities of artificial intelligence
technologies used in the process of enterprises, in converting documents into electronic and in the exchange
of electronic documents.

Depending on the structure of the text, the review of the applied methods of artificial intelligence, neural
networks and the analysis of their work processes is carried out. Depending on the structure of the document,
neural networks are used. Various recognition methods can be used for image recognition according to the
characteristics of the recognized characters. The article describes the mechanism of image recognition, the
document processing process, the operation of NLP algorithms. Processing documents of a professional
organization with the help of artificial intelligence used in it improves the quality of the document flow of
the enterprise, leads to time savings and cost reduction.

Key words: artificial intelligence, electronic document, neural network, recursive networks, NLP.

Introduction

Artificial intelligence should be able to do something that can be used in everyday or
professional human activities, such as reading from an image or collection of images, inscriptions,
and image information. It is difficult to analyze texts using artificial intelligence: the multi-
meaningfulness of one word and the use of different languages make it difficult to process them
automatically. If we take the phrase "they must be in the warehouse", you will not be able to
understand with 100% accuracy, that is, we are talking about people in the warehouse or things
that are stored in the warehouse? A broader context is needed to address this.

Avrtificial intelligence, which processes documents, turns scanned paper into structured
information in the form of an electronic document. Let's focus on two different components:
computer vision and word processing. Computer vision allows you to edit PDF, scanned images,
and images in text format. However, first you need to do a structural analysis of documents: find
where text blocks, images, and tables are located, and then find out how they interact with each
other. At the same time, images or documents can come in different situations because they are an
existing substance. For example, there may be streaks left after the printer, photos taken of the
wrong quality, documents with coffee stains. All this needs to be resolved in some way in order to
obtain the correct information.

Main part

Image recognition Working Mechanism:

e Images are extracted and processed.

e Documents are aligned and adjusted.

¢ Then the surface structure is analyzed and block types are determined.
e Once blocks are defined, rows and columns are defined.

22


mailto:Saktashova98@gmail.com

Mechanism of methods used when working with documents and processing documents using artificial intelligence
Saktashova Umit

e You can divide lines by words into words by symbols

1. Getting and editing images;

2. Analysis of facial structure;

3. Text recognition;

4. Synthesis and storage of recognized fragments of documents in the required format;

When recognizing documents using artificial intelligence, as | mentioned earlier, it is
necessary to recognize documents by dividing them into pages, pages into blocks, blocks into rows
and columns, rows and columns into words, words into symbols. After that, we collect the
recognized characters by combining words into words, words into lines, lines into blocks, blocks
into pages, and pages into documents. In the recognition of documents plays an important role in
its structure.

Document types:
e Multi-texture: business cards, checks, invoices
e Less structured: articles, magazines, etc.

If the document type is fixed, it differs slightly from the multi-structured document type and
from each other in terms of document structure, you can use methods that learn how to directly
extract the necessary attributes from a text document using text and graphic designations. For
example, you can extract elements from network textures using repetitive neural networks.
Invoices are documents containing the names of goods and a description of the methods of
payment for these goods.
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Figure — 1. Invoices and receipts. Multi-structured documents

For example: if we receive checks, you can issue a check number, date, valid account through
neural networks. Convolutional neural networks are good for single attributes that have a certain
position, and recurrent neural networks are good for repeating elements. The convolutional layer

23



Mechanism of methods used when working with documents and processing documents using artificial intelligence
Saktashova Umit
is the basic unit of a neural network. And when recognizing a convolutional layer, the number of
parameters is relatively small. On (figure 2) shows the transformation of a convolutional neural
layer in several output channels. For the original image (Figure 2), it has a size of 28x28 pixels,
which means 2352 input neurons.
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Figure — 2. Transformation of the convolutional neural layer in several output channels

If the document is less structured, NLP machine learning is used in text processing. This can be
difficult due to the fact that multi-valued words are often used here. For example: the word address

can mean the address of the company, or it can mean the obligation of the client to solve some
problems.

Vendor’s address is ...

Vendor will have to address the problem ...

From uploading a document to extracting the required fields, processing will be conceptually
as follows:

Contract
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Figure — 3. Document processing process

When segmenting documents, that is, narrowing the information search area, we process not all
50 pages, but only 5 segments by paragraph, which may contain the date we need. This greatly
simplifies the operation of algorithms, as well as distinguishes the desired date from other
information. In Figure 2, all the steps to the right of segmentation describe the operation of NLP
algorithms - a detailed study, reading, and understanding of the text. These processes take 10-20
times longer than classification and segmentation, so it is not correct to use them in a multi-page
document, they are easier to use in small texts. NLP parser + Bi - LSTM-with their help, exceptions
are obtained from each sentence in the text.
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The engine reads the text in detail and deduces many generalizations from it. He understands
not only what is specifically formulated in this sentence, but also the meaning - what it really
means. The next stage is considered to be the output of symbols by text. There are also top-level
labels. The classic and simplest machine learning method, GBM, is used to produce top-level
tokens. As you can see in Figure 2, an ensemble of trees that show the overall result on the
resulting fields. GBM-it is important to have a sufficient number of documents in order to learn
quickly and effectively extract information.

If their number is small, then the quality of obtaining information may decrease. This is due to
the fact that the core of cases becomes smaller and, accordingly, it becomes worse to distinguish
machine - isolated cases from more common cases.

Many people rent a lot of land for construction and offices. And such documents need to be
processed automatically: they need to be extracted from them by the start and end dates, so that
they can track whether payments are missed later, when the lease expires, where the contract is
automatically renewed, and how much it all costs.

In such a contract, information is generated using NLP, and tabular data is generated using
FlexiLayout, and all other fields are generated using segmentation. The advantage of NLP
technologies is that it is another mechanism that can handle more types of fields and documents.

1. Tenart Name: STAR Agency, LLC {"Tenam"™)

2. Suite Number: Suite No. 908 NLP Inode]'
3. Leass Commencemert Date: December 1,2018
4, Lease Expiration Date: January 31, 2021 * the lease ag]‘ﬂelneﬂt
5. Leasa Annual Rart: COHTai.HS 2?_35 pages
12/ [2016-01/31/2017  $846.00/mo
02/01 [2017-01/N/2018  $871.00/mo
02/0/2018-01/31/2019  $897.00/mo * 37 fields to extract
6, Security Daposit; $1098.00

7. Pro Rata Share: (i) Tenant's Proportionate Share: .45%, which is the percentage
by dividing {a) the 716 rentable square fest inthe Premises by (b) the 158,397

—_— rentable square feet inthe Project. ’ it takes 1 minute
= 8. Lease Commencement Date definition: 1fthe Commencement Date
' is not the first day of a calendar month, then the Term shall be extended by the and 45 SCCOHdS to
time between the Commencement Date. p]‘OCCSS one
9, Square Footage: 1,352 dOClllllCIlT
10. Original Occupancy Date: January 12, 2016

1. Dates of Each Renewal / Extansior: Every year

12. Insurance: Cost of any insurance or insurance related expense applicable to the
Project and Landlord’s personal property used
in connection therewith. .

Figure — 4. «Contract», NLP model efficiency

Conclusion

Using these examples, you can see how artificial intelligence technology— which helps to save
time-can be used. In English, this scheme is called "win-win": robots perform repetitive tasks,
saving time for employees to engage in more intelligent and interesting projects. Companies that
work with artificial intelligence, rather than everyday specialists, create interaction with customers
more efficiently, avoid errors when processing certain documents, and increase profitability faster.
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KacaHabl HHTEJIEKT KOMeri apKbLIbl KY’KATTAPMEH JKYMBbIC 5Kacay KOHEeKYKATThI
OHJ/Iey Ke3iHJe KOJIAHbLIATHIH J/licTep MeXaHU3Mi

CakramoBa YMiT
Acrana Xansikapanblk yausepcurteti, Hyp-Cynran, Kazakcran,
Saktashova98@agmail.com

AnaaTna. AKnapaTThIK XKyHenepi o3ipiey Ke3iHe aknapaTThl Tajlaay, eHIey jkoHe Oepy mporecTepin
AaBTOMATTaHABIPY iCKe achIpyIblH KYPACTIriH, yakbplT MEH MaTepUaNJbIK IIBIFBIHIAPABI a3alTabl,
S3ipIEyIIIEpiH pecypcTapblH HEFYPIBIM KypJIelli JKOHE IIbIFapMAIlbUIBIK MIHIETTEpAl IIemryre
Oocaransl. Kykar aifHaIBIMBIHBIH Ka3ip OJJEKTPOHIBl KYXKaT alHalIbIM TEXHOJOTHSIApFa KOmry
KOMIIaHMSUTAPIbIH OM3HEC-TIPOLIECTEPiHIH JKBUIIAMIBIFBIH TYOCreiii  JKeJCNCTi KaHa KoiMaii, Kara3s
TachIMaNIayIIblIapAal 0ac TapTKaH Ke3le KapakaTThl YHEMJIEYAl KaMTaMachl3 eTelli,2JICKTPOHIBIK
KyKaTTapiel OHJICYIeri KeIl oOlepalusuiapapl  OapblHINA —a3alTy YOIH KacaHIObl HHTEIUICKT
TEXHOJIOTHSUIAPbIH KOJIaHy THIMII OOJBIN caHajaabl. Makaiaia KoCIMOPBIHAAPIBIH JKYMBIC MPOIEC
Ke31HJe KOJIAHBUIATHIH KYKATTapbIH 3JICKTPOHIBI TYPre ©3repTy/ie )KOHE AIICKTPOH/IBI KYKAT anMacya
KOJIIAHBUTATHIH JKacaH (bl MHTEIUICKT TEXHOJIOTHSIIAPBIHBIH MYMKIHAIKTEPiH KapacThIPaThIH OOJTaMBbIH.

MoTiH KYpBUIBIMBIHA Kapai KOJIAHBUIATHIH JKaCaHIbl MHTEJUIEKT MIICTEpPiH, HEUPOHIBIK KelilIepiH
KapacThIpy JKOHE OJapIblH JKYMBIC TPOILIECTEpiHE Taijay skacaublHaabl. KyXKaT KypbUIBIMBIHA Kapai
OemiHiN, KypbUIBIMAAphl OOMBIHIIA  HEWPOHIBIK Kenijep Konmganputagsl. CypeTrTepai TaHy YINiH
TaHOANMAP/IBIH CUTIATTaMaNapblHA COMKeC TaHYyIBIH OPTYPJl 9IICTepiH KoimaHyra Oonaapl. Makamama
CypeTTepAl TaHy >KYMbIC MEXaHH3Mi, KyKarTtapiasl eHjaey mpoiecci, NLP anropurmaepiHiH >KyMBICHIH
cunartaipl. KocinTik yibIM KYKaTTapblH OHJIEY, OHJIa KOJJAHBUIATHIH JKacaH (bl HHTEJUIEKT KOMETIMEH
KOCIIOPBIH KY)KaT aifHaJIbIM CallachblH KOTEPil, YaKbIT YHEMAUTIrT MEH IIBFBIHAAp/Abl a3alTyFa bl
KeJei.

KinTrik ce3aep: »acaHabl HHTEIUIEKT, JIEKTPOHBI KYXKaT, HEHPOHBIK e, peKyPPEHTTIK XKeiep,
NLP.

MexaHu3M MeTO10B, HCNI0JIb3YyEMbIX NPH PadoTe ¢ JOKYMEHTaMu U 00padoTKe
AOKYMEHTOB C MOMOIIbI0O HCKYCCTBEHHOI0 MHTE/JIEKTA

Cakramosa YMit
MexnyHnaponHelii yauBepcuteT Actana, Hyp-Cynran, Kazaxcran,
Saktashova98@gmail.com

AHHOTAIUs. ABTOMaTH3allMsl IPOIECCOB aHanmmu3a, oOpaboTKM W mepedaun uWHPOpPMANUK TpH
pa3paboTke MHPOPMAIMOHHBIX CHCTEM CHIDKAET CIIOKHOCTh Pealu3allii, BpEMEHHbBIE U MaTepHAIILHBIC
3aTpaThl, 0CBOOOXKIAET pecypchl pa3pabOTYMKOB ISl pEIleHHs] 0ojee CIIOKHBIX W TBOPYECKHX 3ajad.
[epexox MOKyMeHTOOOOpOTa celdyac Ha TEXHOJOTHH SJIEKTPOHHOTO JOKYMEHTOOOOpOTa HE TOJBKO
KapAMHAIBHO YCKOPSAET CKOPOCTh OM3HEC-TIPOIIECCOB KOMIIaHMIA, HO U 00ECTIeUnBaET IKOHOMUIO CPEJICTB
MpU OTKa3e OT OyMaXHBIX HOCHUTENICH, IS MHHHMH3AIIUH OOJBITMHCTBA OMepanuid Mmpu oOpaboTke
QJICKTPOHHBIX OOKYMCHTOB 3(1)¢)GKTI/IBHLIM CUHTAETCS MCIIOJIL30BAaHUE TEXHOJIOTHUHN HUCKYCCTBCHHOTI'O
WHTEIUICKTa. B craTthe s paccMOTPIO BO3MOXKHOCTH TEXHOJOTHH HWCKYCCTBEHHOTO WHTEIUICKTA,
UCIIOJIB3YEMBIX B MPOIECCe padOThl MPEANIPHUITHIA, B TPeO0Opa30BaHUM JOKYMEHTOB B 3JICKTPOHHBIE U B
oOmMmeHne QJICKTPOHHBIMU JOKYMCHTaMHU.

B 3aBucuMocTH OT CTPYKTYpbl TEKCTa TIPOBOJUTCS PACCMOTPEHHE NPUMEHSEMBIX METOJI0B
WCKYCCTBCHHOTO WHTEJUICKTa, HEHPOHHBIX CETel M aHajdu3 WX pabouyux MmpoieccoB. B 3aBucuMoctu OT
CTPYKTYphl JOKYMEHTa HCIONB3YIOTCS HEWpOHHbIC ceTh. JIyis pacrmo3HaBaHUs H300paKeHHS MOTYT
UCTIONIb30BaThCs  Pas3iMyHble METOABI pACIO3HABAHUS B COOTBETCTBHM C  XapaKTEPUCTHKAMH
pacno3HaBaeMbIX CHMBOJIOB. B cTaThe OmuChIBacTCS MEXaHU3M pabOThl pacCHO3HABAHUS H300paXKEHUIA,
mpoiiecc 00paboTKH T0OKyMEHTOB, pabota anroputMoB NLP. O0paboTka 10KyMEHTOB MPodecCuoHaIbHOM
OpraHu3aliy C TOMOIIBI0 HCKYCCTBEHHOTO WHTEJIEKTa, NMPHUMEHSEMOTO B HEH, TMOBBIMIACT KAaueCTBO
JIOKYMEHT0000POTa MPEATIPHUSITHS, TIPUBOJUT K SKOHOMHUH BPEMEHHU U CHIXKCHUIO 3aTpaT.

KaroueBble cj10Ba: WCKYCCTBCHHBIM WHTEIUICKT, D3JICKTPOHHBIA JOKYMEHT, HEHWPOHHAas CETh,
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pexyppeHTHble cetu, NLP.
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