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Abstract. The article has been devoted the development of a program for constructing a mathematical 

model based on the processing of experimental data for modeling plant biomass on soil contaminated with 

toxic elements. 

In general, the problem under consideration is relevant in areas where forecasting based on analysis of 

data for previous points in time is required in order to take into account the relationship between the values 

of a certain set of factors and the behavior of an object or in the process which represented by a time series 

The proposed software product for solving the problem of analyzing multidimensional time series is 

universal and can be applied in various fields: in ecology, medicine, chemistry, pharmacology, economics, 

and others. Models constructed using this method are superior to regression models in their predictive 

properties, due to the fact that, thanks to the application of heuristic principles of self-organization, 

automatic selection of informative input variables and selection of the structure of the optimal regression 

model.  The construction of mathematical models from experimental data is carried out automatically. In 

the process of modeling, the main task is the identity of the form   dependence and the choice of factors 

that have a significant impact on the dependent variable. Moreover, the structure of the model, in contrast 

to the regression analysis, is not fixed in advance, but is selected from a variety of options according to the 

absolute error criterion. 

Using the self-organization program, we estimated the dependence of plant biomass (Miscanthus), 

which has a high biological absorption of heavy metals from contaminated soil from the precipitation, air 

temperature, potential evaporation of moisture in the soil and photosynthetic active radiation during the 

year, taking into account the approximation confidence value. Was obtained the mathematical models of 

biomass ‘plant depending from the environmental factors. The analysis showed that the predictors that have 

the greatest effect on plant biomass growing on soil contaminated with heavy metals are evaporation of soil 

moisture, photosynthetic active radiation and precipitation. The data obtained are relevant for predicting 

the processes of cleaning contaminated soil using plants. 

Keywords: self-organization, selection, regression equation, time series, identification, heuristics, 

pollutants, environment, toxic elements. 
 

Introduction 
Acceleration of scientific and technological progress is largely determined by the level of application 

of computer technology in scientific research, in design and construction work, as well as for 

managing various production processes. Conducting applied research related to product quality 

control, process optimization, certification of complex technical products, solving sociological and 

economic problems, biomedical and agricultural research, research in demography, etc. often leads 

to the need for data analysis. 

The task of analyzing time series is a very urgent problem in various fields of science and 

technology. Mathematical models that describe the statistical relationships between quantities, the 

change in time due to factors hidden from the observer, are an instrument for studying complex  

mailto:tmazakov@mail.ru
https://orcid.org/0000-0001-9345-5167
https://orcid.org/0000-0002-5882-5588
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systems of processes that occur in the world around us. In a large number of cases, the initial 

information used to build these models and evaluate their adequacy is a time series (a sequence of  

results of measurements of the current values of one or more parameters carried out at ordered 

points in time). To explain the reasons for this or that behavior of a complex system or process 

that gave rise to a given time series, to identify and explain the laws of their dynamics, it is 

necessary to solve the analysis problem. To predict the dynamics of the development of a complex 

system or process, as a rule, based on the results of the analysis, the task of synthesizing a time 

series model is solved. 

In general, the problem under consideration is relevant in areas where a forecasting problem 

is required based on analysis of data from previous time instants in order to take into account the 

relationship between the values of a certain set of factors and the behavior of the object or process 

which represented by a time series. 

The current situation necessitates the study and formalization of the processes of building, 

analyzing and optimizing decision support systems based on time series analysis from the point of 

view of the technical, algorithmic and structural aspects and confirms the relevance and scientific 

and practical significance of this development. 

Among the tasks successfully simulated on computers, a special place is occupied by 

biological sciences, in particular, molecular biology aimed at genomic research [1], an agricultural 

complex for planning, forecasting, analysis and modeling of agricultural processes [2, 3] and 

ecology aimed at preventing the harmful effects of economic and other activities on natural 

ecological systems [4-6]. Improving the environmental information system with increasing levels 

of soil/water pollution by various toxic elements as a result of human activities is one of the priority 

areas in the field of information technology. The concentration of toxic substances in the 

environment is an acute environmental problem, especially in agricultural and industrial regions 

[7-11]. 

The practical value of the obtained results lies in the creation of a set of tools applicable for the 

construction of operational decision support systems based on the trend analysis of time series. 

 

Software implementation 

The use of the concepts and ideas of cybernetics in matters of physics, chemistry, biology, 

sociology, psychology and other sciences gave excellent shoots, allowed to deeply advance into 

the essence of the processes taking place in inanimate and living nature. There is no doubt that 

the coming 21st century and the progress of natural science and science throughout will proceed 

along the lines of studying the laws of control processes in complexly organized systems. A self-

organizing system is a cognitive model of 21st century science. 

One of the methods of self-organization is the method of group accounting of arguments 

(MGUA) [12-13]. The MGUA is based on the principle of multi-row selection of self-

organization models, and the MGUA algorithms reproduce the scheme of mass selection. In the 

MSUA algorithms, the members of the generalized Kolmogorov – Gabor polynomial are 

synthesized and selected in a special way [14-15]. This synthesis and selection is carried out 

with increasing complication, and it is impossible to predict in advance what final form the 

generalized polynomial will have. First, simple pairwise combinations of the initial features are 

usually considered, from which the equations of the decisive functions are composed, usually 

not higher than the second order. Each equation is analyzed as an independent decisive function, 

and according to the training development in one way or another, the values of the parameters 

of the composed equations are found. Then, in a certain sense, the best ones are selected from 

the obtained set of decision functions. The selected partial decision functions are considered 

below as intermediate variables that serve as initial arguments for a similar synthesis of new 

decision functions, etc. The process of such hierarchical synthesis continues until an extreme 

criterion of the quality of the decision function is reached, which in practice is manifested in 

deterioration of this quality when trying to further increase the order of members of the 

polynomial relative to the original features. 
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Self-organization algorithms are used to solve problems of pattern recognition, predicting 

random processes, identifying multi-extreme static and dynamic characteristics and optimal 

control of complex objects. 

Suppose that there is a set of input data in the form of a matrix X of n observations in the 

space of variable variables of dimension m > 1, which is characteristic of the standard problem 

of multiple regression. Let a training sequence of examples be formed in which each row of the 

matrix X is associated with a known value of the response Y, measured in a quantitative scale. It 

is necessary, using self-organization methods, to obtain a model expressing the law of change in 

the response Y depending on the specific values of the independent variables X [16]. 

The essence of the proposed algorithm of the multi-row heuristic method of self-

organization is that it reproduces the selection scheme. Here is the full description of the object 

 

                            ),...,,( 21 nxxxfy 
   

(1) 

 

replaced by several rows of private descriptions: 

First row; 

 nnknknkk xxcxbxa

xxcxbxaxxcxbxaz

****z   , ...  

,****z  ,****

11111

3212312212221112111111

 


  (2) 

where 2/)1(*  nnk .   

Second row: 

nnknknkk zzczbza

zzczbzazzczbza

****   , ...  

,****  ,****

12212

3222322222221212211211

 






 

etc. 

For a linear model, the coefficients ijc  are taken equal to zero. 

Each particular description is a function of only two variables. Therefore, the coefficients of 

such a regression equation can be easily determined even by a small number of observations using 

the least squares method. 

Using nonlinear private descriptions (2), models of almost any complexity can be obtained, 

since the degree of the polynomial doubles on each selection row. 

The choice of polynomials is due to the property that, according by Weierstrass theorem [17-

18], any function continuous on a finite interval can be represented with arbitrarily high accuracy 

as a polynomial of a certain degree. 

The degree of a complete description of an object increases with each row of selection, and 

as a result, it is possible to determine the numerical values of the coefficients of an arbitrarily 

complex full description from a small number of field (experimental data). 

During the selection process, variables are selected in accordance with the criteria for 

minimizing the absolute error functional: 

                                  



M

t

tt yyF
1

2^ )( ,  (3) 

where ty  is the value of the indicator (1) at the time t ; 
^
ty  is the predicted value of the 

indicator at time t . 

At each step of the selection, the coefficients of the regression equation are determined 

using the least squares method for the three arguments. 

Let the function ),( VUYY   be given by the table, that is, the numbers iU , iV , ),...,1( niYi   

are known from experience. We will look for the relationship between these data in the form: 

 

 VUcVbUaVUY ****),(  ,  (4) 
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where cba ,,  are unknown parameters. 

We choose the values of these parameters so that the smallest sum of the squared deviations of 

the experimental data Yi and theoretical  

 

iiiii VUcVbUaY ****^  , 

 

i.e. the amount: 

 

 

min)****(
1

2^ 


M

t

iiiii VUcVbUaY
 

 (5) 

 

The value   is a function of the three variables a, b, c. A necessary and sufficient condition for 

the existence of a minimum of this function is the equality to zero of the partial derivatives of 

the function   with respect to all variables, i.e. 

 

 

0=
c

0,=
b

0,=
a 









 

 
 (6) 

 

Since 
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  (7) 

 

then the system for finding a, b, c will have the form: 
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1 1

2

11
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1 1
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   (8) 

 

This system is solved by the Cramer method [19-20]. 

In accordance with the self-organization algorithm, after each series of selection, K  

regression equations of the form are selected: 

first row  ),,( ji xxfz   

second row  ),,( ji zzf  

third row  ),,( jifv   

fourth row  ),,( ji vvf  etc. 

After completing the first selection row, the first N equations with the smallest error are 
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selected. The resulting regression equations are denoted by N1,k ),,(  jik xxfz . 

The second and subsequent series of breeding are constructed similarly to the first.  

Stopping the generation of models on subsequent rows occurs when, with an increase in the 

layer number, i.e., with a complication of the models, the external criterion of the best model does 

not decrease (3). The complication of the model ceases when further improvement of the selection 

criterion does not exceed a certain number    (algorithm parameter). 

The developed program is universal and can be applied in various fields to solve the problem 

of analyzing multidimensional time series - in space physics, seismology, medicine, finance, and 

others. 

The program is implemented in the Delphi programming language [21-22]. 

 

Application of a software product 

Next, we consider the application of the developed program to build a mathematical model of 

the influence of various environmental factors on the biomass of a plant, which has a high ability to 

absorb toxic elements from contaminated soil. 

Let us consider the use of a multi-row self-organization algorithm for analyzing the relationship 

between the dynamics of the biomass plant (Miscanthus) and the following parameters: 1 – 

evaporation of soil moisture (PE), 2 – photosynthetic radiation activity (PAR), 3 – precipitation 

(Rainfall), 4 – temperature air (Temperature). The following information is located in the FisxP.txt 

file:  

4 100 2 

Biomass      

PE          

PAR          

Rainfall    

Temperature. 

In the first line, the first number indicates the number of parameters, the second number indicates 

the amount of data, the third number indicates the type of model (linear – 1, nonlinear -– 2). 

The FisxD.txt file contains line-by-line experimental data. 

In the line, the first number indicates the value of the effective parameter, then the values of the 

auxiliary parameters are listed. 
The result of the program is displayed in the Rezult.txt file, the contents of which are presented below. 

       

  SELF-ORGANIZATION program parameters 

Parametric source data 

Number of arguments – 4 

Amount of points –100 

Initial data 

       

      Biomass      

  1 - PE          

  2 - PAR           

  3 - RAINFALL  

  4 - Temperature    

  1)      1.050 =       2.408      8.280      0.250     15.500  

  2)      2.532 =       3.515      7.314      7.110     17.000  

  3)      3.535 =       2.152      3.542      5.080     14.000  

  . . . . . . . . 

100)   1264.565 =       2.014      6.624      0.000     22.500  

Nonlinear model 

========================================== 

SELF-ORGANIZATION RESULT 

              Max      Min      Avg 

Y     =    1264.565      1.050    544.753 
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X( 1) =       4.807      0.000      2.291 

X( 2) =      14.030      1.460      7.782 

X( 3) =      38.100      0.000      5.684 

X( 4) =     111.000      6.500     21.242 

 

          1 row results 

                     Error       Coef-t-1      Coef-t-2      Coef-t-3 

  3( 1- 4) =       16.442745       0.687433       0.639918      -1.078038 

  2( 1- 3) =       16.641309       0.686506       0.656516      -1.019773 

  1( 1- 2) =       16.738916       0.790674       0.763545      -1.305119 

  4( 2- 3) =       17.036969       0.715034       0.855330      -1.359676 

  5( 2- 4) =       17.412309       0.649833       0.670954      -1.035383 

  6( 3- 4) =       17.424851       0.742313       0.770697      -1.275642 

 

z1(1) = 0,687*X(1) + 0,640*X(4) - 1,078*X(1)*X(4) 

z1(2) = 0,687*X(1) + 0,657*X(3) - 1,020*X(1)*X(3) 

z1(3) = 0,791*X(1) + 0,764*X(2) - 1,305*X(1)*X(2) 

z1(4) = 0,715*X(2) + 0,855*X(3) - 1,360*X(2)*X(3) 

 

          2 row results 

                     Error       Coef-t-1      Coef-t-2      Coef-t-3 

  3( 1- 3) =       14.452810       1.618656       1.360954      -9.061547 

  4( 1- 4) =       14.871161       1.020455       1.879339      -8.893387 

  7( 3- 4) =       15.046972       1.463690       0.953528      -3.064651 

  6( 2- 4) =       15.327753       1.094837       1.005669      -2.758885 

  5( 2- 3) =       16.314729       1.077392       1.105448      -2.506673 

  1( 1- 2) =       16.442745       1.000000       0.000000       0.000000 

  2( 1- 2) =       16.571151       1.459143       1.204295      -4.596856 

 

z2(1) = 1,619*Z1(1) + 1,361*Z1(3) - 9,062*Z1(1)*Z1(3) 

z2(2) = 1,020*Z1(1) + 1,879*Z1(4) - 8,893*Z1(1)*Z1(4) 

z2(3) = 1,464*Z1(3) + 0,954*Z1(4) - 3,065*Z1(3)*Z1(4) 

z2(4) = 1,095*Z1(2) + 1,006*Z1(4) - 2,759*Z1(2)*Z1(4) 

 

          3 row results 

                     Error       Coef-t-1      Coef-t-2      Coef-t-3 

  7( 3- 4) =       11.940320       0.909004       0.998533      -1.489588 

  6( 2- 4) =       12.143334       0.783708       0.993105      -1.172293 

  4( 1- 4) =       12.239301       0.735509       1.109891      -1.440375 

  5( 2- 3) =       12.419342       1.026507       1.106805      -2.174982 

  2( 1- 2) =       12.480062       1.197777       1.237831      -3.162864 

  3( 1- 3) =       12.616615       0.925663       1.116772      -2.057170 

  1( 1- 2) =       14.452810       1.000000       0.000000       0.000000 

 

z3(1) = 0,909*Z2(3) + 0,999*Z2(4) - 1,490*Z2(3)*Z2(4) 

z3(2) = 0,784*Z2(2) + 0,993*Z2(4) - 1,172*Z2(2)*Z2(4) 

z3(3) = 0,736*Z2(1) + 1,110*Z2(4) - 1,440*Z2(1)*Z2(4) 

z3(4) = 1,027*Z2(2) + 1,107*Z2(3) - 2,175*Z2(2)*Z2(3) 

 

          4 row results 

                     Error       Coef-t-1      Coef-t-2      Coef-t-3 

  1( 1- 2) =       11.940320       1.000000       0.000000       0.000000 

  4( 1- 4) =       12.802728       1.009403       1.719933      -4.853063 

  3( 1- 3) =       12.880619       1.218947       1.385676      -4.595693 

  6( 2- 4) =       13.302587       1.158373       1.204906      -3.611096 

  7( 3- 4) =       14.603084       0.890151       0.937029      -1.608685 
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 5( 2- 3) =       15.269376       0.872656       1.045008      -2.020681 

 2( 1- 2) =       15.358824       1.041783       1.226586      -3.371989 

 

z4(1) = 0,909*Z3(3) + 0,999*Z3(4) - 1,490*Z3(3)*Z3(4) 

z4(2) = 1,000*Z3(1) + 0,000*Z3(2) + 0,000*Z3(1)*Z3(2) 

z4(3) = 0,784*Z3(2) + 0,993*Z3(4) - 1,172*Z3(2)*Z3(4) 

z4(4) = 0,736*Z3(1) + 1,110*Z3(4) - 1,440*Z3(1)*Z3(4) 

 

          5 row results 

                     Error       Coef-t-1      Coef-t-2      Coef-t-3 

  1( 1- 2) =       11.940320       1.000000       0.000000       0.000000 

  4( 1- 4) =       14.851743       1.078460       1.163604      -3.101076 

  2( 1- 2) =       14.876404       1.179823       1.011738      -2.886278 

  3( 1- 3) =       14.884729       1.115208       1.117868      -3.023926 

  6( 2- 4) =       15.421893       1.077140       1.047707      -2.720931 

  5( 2- 3) =       15.452147       1.139382       0.944632      -2.586491 

  7( 3- 4) =       16.021664       1.080676       0.910812      -2.341144 

 

z5(1) = 0,909*Z4(3) + 0,999*Z4(4) - 1,490*Z4(3)*Z4(4) 

z5(2) = 1,000*Z4(1) + 0,000*Z4(2) + 0,000*Z4(1)*Z4(2) 

z5(3) = 1,000*Z4(1) + 0,000*Z4(2) + 0,000*Z4(1)*Z4(2) 

z5(4) = 0,784*Z4(2) + 0,993*Z4(4) - 1,172*Z4(2)*Z4(4) 

  

               Row     Error       Coef-t-1      Coef-t-2      Coef-t-3 

7( 3- 4) =  3      11.940320       0.909004       0.998533      -1.489588 

1( 1- 2) =  4      11.940320       1.000000       0.000000       0.000000 

1( 1- 2) =  5      11.940320       1.000000       0.000000       0.000000 

6( 2- 4) =  3      12.143334       0.783708       0.993105      -1.172293 

 

Y(1) = 0,909*Z2(3) + 0,999*Z2(4) - 1,490*Z2(3)*Z2(4) 

Y(2) = 1,000*Z3(1) + 0,000*Z3(2) + 0,000*Z3(1)*Z3(2) 

Y(3) = 1,000*Z4(1) + 0,000*Z4(2) + 0,000*Z4(1)*Z4(2) 

Y(4) = 0,784*Z2(2) + 0,993*Z2(4) - 1,172*Z2(2)*Z2(4) 

End of breeding 

 

At each iteration step, 4 optimal candidate models were selected. The best model for 

predicting biomass growth was obtained on the 3rd row of selection and is based on 3 initial 

parameters from 4. The parameter X4 – Temperature (Temperature) is excluded. 
As you can see the optimal result obtained in the third row of selection: 

 

 Y(1) = 0,909*Z2(3) + 0,999*Z2(4) - 1,490*Z2(3)*Z2(4).               (9) 

 

The analysis showed that the equation describing the dependence of biomass growth on 

evaporation of soil moisture, photosynthetic active radiation, precipitation, and temperature has a 

non-linear form. At the same time, air temperature does not significantly affect the process under 

study.  

We rewrite equation (9) in the variables Y, Х1, Х2, Х3, Х4: 
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     (10) 

 

As can be seen from formula (10), the relationship between the dynamics of the biomass plant 

Miscanthus (Biomass) and the following parameters: 1 is evaporation of soil moisture, 2 is 

photosynthetic active radiation, 3 - precipitation is described by an 8th degree polynomial. 

Analyzing it should be noted that the predictors that have the greatest influence on the biomass 

on the contaminated soil by the plant depend on the evaporation of soil moisture, photosynthetic 

active radiation and precipitation.  

 

Conclusion 

This article developed a construction program for constructing regression equations based on 

experimental data processing, which is used to derive equations of a mathematical model of the 

influence of various environmental factors on the biomass plant on the contaminated soil with 

toxic elements. 

In the method of self-organization, the construction of mathematical models from 

experimental data is carried out automatically. In the process of modeling, the task is to identify 

the form of dependence and the choice of factors that have a significant impact on the dependent 

variable. Moreover, the structure of the model is not fixed in advance but is selected from a variety 

of options according to specified criteria. 

The fundamental difference between the method of self-organization from regression analysis 

is that its goal is to achieve the minimum of the selection criterion that is appropriately chosen, 

and the goal of the regression analysis is to achieve the minimum mean-square error at all extreme 

points for a given type of regression equation. From here various results follow. The accuracy of 

the self-organization method implemented in the article, in contrast to the regression analysis, is 

higher due to the optimization of the complexity of the model. Self-organization algorithms are 

used to solve the problems of pattern recognition, predicting random processes, identifying multi-

extreme static and dynamic characteristics and optimal control of complex objects. 

The method of self-organization has great prospects in contrast to regression analysis and 

artificial neural networks and therefore is widely used in the world. The practical value of the 

obtained results lies in the creation of a set of tools applicable for the construction of operational 

decision support systems based on the trend analysis of time series. The task of analyzing and 

forecasting time series is in demand in many developing areas, such as: data mining, analysis of 

the relationship between economic data, forecasting of environmental processes, etc. 

Using a self-organization program, we estimated the dependence of plant biomass growing on 
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soil contaminated with heavy metals on temperature, acidity of soil moisture evaporation,  

photosynthetic active radiation, and precipitation, taking into account the approximation 

confidence value. Mathematical models of plant biomass are obtained depending on environmental 

factors. The analysis showed that the predictors that have the greatest effect on the biomass of 

plants growing on a medium contaminated with heavy metals are evaporation of soil moisture, 

photosynthetic active radiation and precipitation. 

The data obtained are relevant for predicting the processes of cleaning technogenic 

contaminated soil using plants. Models can be used to make a quantitative forecast when deciding 

how to clean contaminated soils with plants. 
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Abstract. The article is devoted to the creation of an automated system for monitoring the water level 

in reservoirs to prevent the breakthrough of weirs and dams. The paper offers hardware and software for 

monitoring the reservoir occupancy with prompt notification of interested organizations (local 

administrations) and local emergency departments.  

The article describes a developed automated system for monitoring the water level in a reservoir, 

which allows to get real-time information about the relative humidity and air temperature, the distance from 

the dam crest to the water surface in the reservoir. Based on the information received, the system allows to 

estimate the forecast time of increasing the volume of water level from the current to the critical level and 

inform the population about the state of the reservoir. 

The general characteristic of the problem and the formulation of the research objectives are given. 

Based on microprocessor technology and sensor sensors, an autonomous microcomputer climate data 

transmission system has been developed. 

Keywords: flood, dam, water level monitoring, microprocessor system, water level sensor, Raspberry 

microcomputer, Arduino UNO platform. 

 

Introduction 

It is necessary to analyze large volumes of heterogeneous information, inconsistency of goals 

of various state bodies to assess the environmental safety of the region. The solution of such tasks 

is impossible without the use of modern information systems for decision support. 

Currently, there are 1665 hydraulic structures on the territory of the Republic, including 

reservoirs with volume greater than 1.0 m3 – 319 units (including in the Republican ownership – 

83, in municipal ownership – 200 in private ownership – 34 and ownerless – 60); dams – 443 units 

(including in the Republican ownership – 32, in municipal ownership – 346, private ownership – 

45 and ownerless  – 20); dams – 125 units and other hydraulic structures – 778 units. 

As of May 1, 2017, a total of 1212 hydraulic structures were examined, 865 hydraulic 

structures of them are in satisfactory condition, and 347 hydraulic structures are in unsatisfactory 

condition and require repair. 

The necessity of legal regulation of the safety issues of hydraulic structures is determined by 

the large-scaled social and economic consequences of their damage and destruction. At the same 

time, human losses and material damage are comparable to the consequences of devastating natural 

disasters. 

In Kazakhstan the construction of many hydraulic structures was carried out in the 60-80s of 

the last century [1]. Their survey today shows that the actual depreciation is more than 60%, the 

reliability and safety of strategically important hydraulic structures are sharply reduced. 

In accordance with the Water code, Presidential decree of the Republic of Kazakhstan dated 

November 1, 2004, no. 1466, a list of water facilities (hereinafter referred to as the List) of 

particular strategic importance was defined, which includes 57 reservoirs and 29 retaining 

hydraulic structures. In accordance with Article 25 of the Water Code, these water facilities cannot 

be leased, trust and cannot be privatized. 

The long service life and reduction in the last 20 years of funding for operating expenses, 
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current and capital repairs, as well as the influence of climatic and seismic factors gradually lead 

to moral and physical deterioration of the entire complex of hydraulic structures. There are also 

objects located close to hazardous industries. 

A dam is a blocking river (or other watercourse) for raising the water level in front of it, 

concentrating the pressure at the location of the structure and creating a reservoir. The dam and 

reservoir significantly affect the river and adjacent territories: the regime of river flow, water 

temperature, and the duration of freezing change; migration of fish is difficult; the banks of the 

river in the upstream are flooded; the microclimate of coastal territories is changing. 

The damage caused by natural disasters is, in particular, slightly worn, while the loss of life 

is slightly higher. To select a set of measures to minimize the damage, it is advisable to carry out 

a forecast of the main characteristics of floods affecting the magnitude of the damage. Their size 

influences the severity of the consequences of floods for population, economy, agriculture, etc. 

At the present time, it is possible to have many times of flooding, flooding and erosion of the 

land caused by such an extraordinary accident, like breaking the plate. 

Emergencies that arise as a result of the destruction of pressure front facilities and are 

characterized by a major damaging factor: a breakthrough wave and, accordingly, a catastrophic 

flooding of the area are often accompanied by secondary damaging factors: 

• fires: due to breaks and short circuits of electric cables and wires; 

• landslides, landslides: due to erosion of the soil; 

• infectious diseases: due to contamination of drinking water, food, etc. 

The causes of accidents, accompanied by a breakthrough of hydraulic structures of the 

pressure front and the formation of a breakthrough wave, can be different. Most often, such 

accidents occur due to the destruction of the foundation of the structure and the lack of spillways. 

The percentage ratio of their various causes is shown in table 1. 

 

Table 1 – Frequency of various causes of accidents in hydraulic structures,  

accompanied  by the formation of a breakthrough wave. 
Reason for destruction Frequency % 

Destruction of the foundation 40 

Spillway Insufficiency 23 

Design flaws 12 

Uneven draft 10 

High threshold (capillary) pressure in the 

washed dam 

5 

Military actions 3 

Creep slopes 2 

Material defects 2 

Earthquakes 1 

Improper operation 2 

TOTAL: 100 

 

One of the main reasons leading to accidents at hydrotherapy consoles is as natural, and so 

are the factors:  

– if you are in extreme use, it may be possible to overfill the water and to avoid regular waste 

of work, which will result in a loss of water;  

– due to the long service life, it is possible to wear out the main weir and hydraulic equipment, 

which may result in loss of life;  

– due to a malfunction of the personnel associated with the lack of monitoring of dangerous 

situations and the inadequacy of the information provided on the product;  

– consequence of the possible terrorist act leading to the destruction of the dam. 

Today, such large reservoirs are operated as the Astana reservoir built in 1970 with a capacity 

of 410.9 million cubic meters, the Seletinsky reservoir – 1965 (230 million cubic meters), the 
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Kargalinsky reservoir – 1975 (280 million cubic meters), the Bartogaysky reservoir – 1982 (320 

million cubic meters), the Kapshagai reservoir – 1970 (18560 million cubic meters), the Ters–

Ashibulak reservoir – 1963 (158,6 million cubic meters), the Tasotkelsky reservoir – 1974 (620 

million cubic meters), the Samarkandsky – 1939 (253,7 million cubic meters), the Upper Tobol – 

1972 (816,6 million cubic meters), the Karatomarskoy – 1965 (586 Bugunskoybuilt in 1967 (370 

million cubic meters) and others. 

Monitoring systems should ensure constant monitoring of phenomena and processes occurring 

in nature and the technosphere, in order to anticipate increasing threats to humans and their 

environment. The main purpose of monitoring is to provide data for an accurate and reliable forecast 

of emergencies based on the combination of intellectual, informational and technological 

capabilities of various departments and organizations involved in monitoring certain types of 

hazards. Monitoring information serves as the basis for forecasting.  

Microprocessor technology has now actively entered our lives. Versatility, flexibility, 

simplicity of hardware design, almost unlimited possibilities for complicating information 

processing algorithms – all this promises a great future for microprocessor technology. 

Microprocessors are used both in household appliances for the simplest signal processing and 

command generation, as well as in the most complex measuring systems for digital signal 

processing. 

Modern opportunities for the development of various sensors [2, 3] and the cheapening of 

microprocessors have also opened up a wide opportunity to implement hardware-software tools for 

monitoring climate parameters. 

In particular, the relatively cheap Arduino controller, which has a large database of developed 

sensors and their means of communication with a computer, has found wide application in applied 

problems [4, 5]. 

In this regard, the research in this work on the development and research of a mathematical 

model of a dam breakthrough and information security tools is relevant. 

 

Implementation 

The following system is proposed for monitoring the threat of a breakthrough of hydroelectric 

facilities, consisting of two blocks:  

1) block for receiving and transmitting current information about water level, humidity and 

temperature on the dam crest;  

2) block for processing constant and operational information about the threat of a dam break 

(server). 

There are two options for connecting blocks.  

In the first case, the Arduino microprocessor is directly connected to the server. This option 

requires a permanent power supply system and the presence of processing personnel at the 

waterworks.  

In the second case, the Arduino microprocessor is connected to the Raspberry Pi 

microcomputer, which transmits current information to the server via satellite communication. This 

option does not require the constant presence of processing personnel at the waterworks. And due 

to its small size and low power consumption, it can be provided with small-sized solar energy. 
 

Block for receiving and transmitting current information 

The block for receiving and transmitting current information is implemented in the form of 

the water level sensors, humidity and temperature and is located on the crest of the dam. The 

sensors are connected to an Arduino microprocessor, which provides pre-processing of data 

received from the sensors and transmits them for further processing.  

To create an autonomous microprocessor system of transmitting climate data, we used a 

single-board Raspberry Pi 3 B+ microcomputer [6, 7]. Power is provided by a solar panel. 

The system includes a set of necessary sensors and software. oнThe measurement modules 

are connected to the computer via a USB adapter.oнThe software presents the results of 
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measurements in tabular and graphical form, and also allows to view and print the archive of 

measurements accumulated in the database for any period of time. oнIt is possible to view data 

from sensors both on other computers of the local network and via the Internet. 

The Arduino is a device based on the ATmega microcontroller 328 [8-10]. It includes 

everything necessary for convenient work with the microcontroller. To start working with the 

device, simply supply power from an AC/DC adapter or battery, or connect it to a computer using 

a USB cable. 

The Raspberry Pi is a single-board computer with the size of a bank card, that is, the various 

parts of the computer that are usually located on separate boards are presented here on one. 

Raspberry Pi runs mainly on Linux and Windows operating systems. 

The PC-oriented experiment is configured using ISES relay modules (1) for the control pump 

and sensors (2) for measuring the water level (Figure 1). Modules work using the ISES panel (3) 

and the server. Based on the above blocks, an autonomous microprocessor data transmission 

system is implemented (Figure 2). 

 

 
 

Figure 1 – Location of the control remote experiment controlling the water level 

Relays (1), Sensors (2) and ISES Panel (3) 

 

 
 

Figure 2 – Water level sensor and its interaction with Arduino
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The processing block of constant and operational information  

The 2nd block contains constant information about the characteristics of the reservoir and 

dam, and also quickly receives current information. Based on the processing by which it calculates 

the level of safety, anxiety or disaster of the hydraulic unit. In the latter case, it automatically 

informs state authorities (emergencies, akimats, etc.) about the possible threat of a dam break. 

Due to the specifics of the studied hydrological processes [11-13], fuzzy and interval 

mathematics are used in the work [14-16].  

To assess the threat of a breakthrough, the mathematical model is proposed with the following 

interval linguistic variables:  

1) low level;  

2) safe level,  

3) alarming level, and  

4) catastrophic level of reservoir occupancy [17-18].  

The values of the entered linguistic variables are predefined in the following percentages of 

the dam height:  

1) low level – 40%;  

2) safe level – 30%,  

3) alarming level – 20%;  

4) catastrophic level – 10%.  

For underground dams, the catastrophic level decreases by 3%. In the presence of 

precipitation for underground hydraulic structures, the catastrophic rate from the reference book 

"Name of dams or weirs” is reduced by another 2%, to take into account the possibility of dam 

weakening due to external precipitation. 

On the night of March 10, the water level reached 30 million cubic meters. The next day, in 

the afternoon or in the evening, exact time unknown, the water level exceeded 40 million cubic 

meters. In other words, 15-16 million cubic meters of water was added to the Kyzylagash reservoir 

in 15-16 hours. The dam broke on March 11 at 10.30 p.m. Two hours later, the water gushed 

towards the village of Kyzylagash. The wave width of the mudflow was 1.6 kilometers, and the 

height was about 3-4 meters. According to official data, most of the village was severely damaged. 

70% of the village of Kyzylagash was destroyed. The tragedy in Kyzylagash claimed the lives of 

44 people. 

 

 Conclusion 

This article analyzes the characteristics of dams, the capabilities of modern control systems 

based on the use of microprocessor technology.  

The tragic occurrences of spring 2010 in the Almaty region and 2014 in the Karaganda region 

with human casualties and destruction, as well as floods in other regions of Kazakhstan, served as 

a serious lesson to prevent similar situations in the future. It is necessary to develop 

recommendations for equipping hydraulic structures with modern control and measuring devices, 

equipment and means to improve operational safety. 
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Abstract. For the Turkic languages, including the Kazakh language, there are many applications that 

are not allowed. Recently, the study of the problems of ambiguity in natural language processing is relevant. 

This problem occurs in various intelligent information systems, such as information search, machine 

translation, text and speech analysis, etc. There are various approaches to solving this problem. But for the 

application of the Kazakh language, taking into account its features, there were difficulties.    This article 

discusses the problems of ambiguity of the word for the Kazakh language.  Based on the proposed 

technology, the process of solving the problem of ambiguity for the Kazakh language in the machine 

translation system for Kazakh-English and Kazakh - Russian pairs (and Vice versa) is described. The 

proposed technology includes a restriction grammar model and a maximum entropy model for a more 

effective solution to the problem of lexical selection for the Kazakh language. The results are presented by 

comparing the two technologies separately and together. 

Keywords: ambiguity, technology, Kazakh language. 

 
Introduction  

Automatic detection of the correct translation of words that depend on the context is a very 

difficult task. The solution of lexical polysemy is perceived as the main task, the solution of which 

will allow achieving an almost perfect machine translation. Machine translation has two main 

problems in text processing. First of it is lexical selection, which connected with problem of 

choosing corresponded translation by context. Second problem of a lexical words is order.  Later 

consider the task of words order in sentence of target language. In word processing the main 

problem is lexical selection, which leads to disambiguation task. 

The work of the translator's program is carried out in several stages. The development of 

algorithms that allow us to recreate the human ability to understand and choose the right meaning 

of a word is a difficult task. It consists in choosing the most suitable translation in the context 

under consideration from all possible translations. The solution of the problem involves finding 

the probable meanings of words, determining the relationships between these values and the 

context in which the words were used. 

The scientific novelty of paper is in developing combined technology of lexical polysemy 

(selection) based on the constraint grammar model and maximum entropy model and them 

sequence applying to Kazakh language as source and target language in translation pairs Kazakh-

English and Kazakh-Russian (and vice versa). 

 

Related works 

Scientific research on a word sense disambiguation has long-term history. With a current of 

years the number of the proposed solutions and their efficiency steadily grew, but the task hasn't 

received the full decision yet. A large number of methods have been investigated: from the 

methods based on knowledge, rules, lexicographic sources, training with the teacher at corpus to 

training methods without teacher, clustering words on the basis of meaning. Among listed, today, 

training methods with the teacher have shown the best efficiency.  

The problem of resolving ambiguity as a separate problem was formulated in the middle of 

20th century, almost simultaneously with the advent of machine translation. Since that time, many 

methods of solving this problem have been developed, but it is still actual. 

M. Tyers, Felipe S´anchez-Mart´ınez, Mikel L. Forcada in [1] uses the maximum entropy 
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model for performing lexical selection in machine-based translation systems based on rules to 

English-Basque, English-Catalan. As a learning method, the method of teaching without the 

teacher (unsupervised methods) is used, which does not require an annotated corpus. The system 

uses the maximum entropy formalism for lexical selection as in Berger [2] and Marecˇek (2010) 

[3], but instead of counting the actual lexical selection event in the annotated corpus, they consider 

fractional occurrences of these events according to the model of the target language.  David 

Marecˇek, Martin Popel, Zdeneˇk Zˇabokrtsky in [3] showed the model of the maximum entropy 

of translation in machine translation based on dependencies, which allows to develop a large 

number of features of functions in order to obtain more accurate translations. Francis Morton Tyers 

in [4] the general method of teaching rules for the module is described. Monolingual and bilingual 

corpora can be used for the method. For learning a monolingual corpus the method without the 

teacher (unsupervised method) is used. Also weighting method is described, based on the principle 

of maximum entropy. This method allows to take into account all the rules without having to 

choose between conflicting and overlapping rules.  

Rule-based approaches in lexical selection not cover all possible translation of source 

language. Since it is not always possible to take into account all rules. In the statistical approach, 

lexical choice also does not guarantee for the correctness of the translation in context. Analyzing 

both approaches, we came to the conclusion about the development of technology combining the 

two approaches mentioned above with solutions to lexical selection problems for the Kazakh 

language in Apertium systems. 

 

Technology of lexical selection 

The technology for solving the problem of lexical selection we propose consists of two 

models: the model of production rules (constraint grammar) and the maximum entropy models 

(fig. 1). 

In the process of translating a lexically ambiguous word, the system first solves the problem 

using the model of production rules. The model of production rules gives a good result, but does 

not completely solve the task. Because rules are not cover all cases of ambiguity of a certain word 

in any context. A word can have a different senses, and can be used with different other words in 

a context. And there can be many such combinations. And writing the rules can take a lot of time. 

Therefore, for the case when there is no written rule for some case, the selection of translation is 

solved by using data in semantic cube based on parallel corpora processed by statistical model. So, 

the ambiguous word is processed using the statistical part of the module.  

The models of combined technology performed sequentially. Firstly is used the model of 

production rules and then maximum entropy model. 

 

 
Figure 1 – The models of combined technology 

 

The technology of combined technology was introduced in the Apertium [5]. In the aperture, 

divide into two parts the lexical selection and lexical choice based (fig. 2) on the semantic cube. 

 



The decision ambiguity problems for the Kazakh language 

D. Rakhimova, Waldemar Wójcik, A. Karibayeva 

22 

 

 

 
Figure 2 – The technology in Apertium work pipeline 

 

Model of production rules  

In the Apertium system, the lexical selection (polysemy) problem is solved by writing the 

rules manually in the lexical selection module using the Constraints Grammar, which has the form 

of product rules. 

The model of product rules is a rule-based model, where knowledge is shown in the form "if 

(condition), then (action)".  The product model can be represented in the following form: 

 

TBALSi ,,, 
 

 

where S  is a case, L  is translation, BA  is productivity kernel, T is a postcondition of 

the production rule. 

The rules of lexical selection are written in the file "apertium-eng-kaz.eng-kaz.lrx" for the 

English-Kazakh and in the file "apertium-eng-kaz.eng-kaz.lrx" for Kazakh-English pair of 

languages. All rules are written in XML format. The format of lexical rules is based on the 

technology of patterns. This module is used to select a translation when the meaning of ambiguous 

word refers to one part of the speech. For example, the word "year" is more often translated as 

"жыл"[zhyl], and the phrase "five years old" is translated as "бес жаста"[bes zhasta], that is, it 

indicates the age of a person. For this case the following rule is written: 

 

<rule> <match lemma="year" tags="n.pl.*"> 

            <select lemma="жас" tags="n.*"/> 

</match> <match lemma="old" tags="adj.*"/></rule> 

 

The meaning of the rule: if after the noun "year" is an adjective "old", then the translation 

"жас"[zhas] is chosen. 

For example word “бас”[bas] has various translation(fig. 3):  

 

 
 

Figure 3 – The translations of word “Бас” in bilingual dictionary of English 

 

The figures below show lexical units to word “бас(bas)”. As you see given words have 4 

translations. 

 

<rule><match lemma= “адам” tags=n.*”/> 

  <match lemma= “бас” tags=”n.*”>  

<select lemma=”head” tags=”n.*”/></match></rule> 

<rule> 

  <match lemma="фильм” tags= “n.*”/> 
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  <match lemma= “бас” tags= “n.*”><select lemma= “beginning” tags= 

“n.*”/></match></rule> 

 

The meaning of the rule: if word “бас”[bas] comes after word “адам”[adam], the translation  

will be as “head”, whereas when it comes after with “фильм” [film] it translated as “beginning”  

The model of production rules gives a good result, but does not completely solve the task. 

Because rules are not cover all cases of ambiguity of a certain word in any context. Kazakh-English 

language pairs in Apertium currently have 98 and 75 lexical selection rules respectively.  And 

Kazakh-Russian language pairs in Apertium currently have 76 and 59 lexical selection rules 

respectively. A word can have a different senses, and can be used with different other words in a 

context; and there can be many such combinations. And writing the rules also depending of 

knowledge level of developer. The lexical selection rules are written to the various part of speech, 

namely to noun, verb, adjective, adverb, preposition and etc. Therefore, for the case when there is 

no written rule for some case, the selection of translation is solved by using statistics the maximum 

entropy model. 

 

Maximum entropy model 

Lexical selection maximum entropy model includes a set of binary functions and appropriate 

weights for each function [4]. The feature is defined as ),( cths

 in equation (1), where t is a 

translation and c is a source language context  for each source word s: 
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                                                     (1) 

During the learning process each function is assigned a weight 𝜆𝑠, and combining the weights 

as in Equation (2) gives the probability of a translation t for word s in context c. 
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where Z is a normalizing constant, Fn  – numbers of features for s . Thus, the most probable 

translation can be found using equation (3) 
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where sTt
, sT

are all possible translations for s  source word,   is weight of known 

translation.  

It is important to note that the rules for the function ℎ𝑠(𝑡, 𝑐)   will be different depending on 

the language pair. Consider an example: 'Mark is a bass player. He fried the bass'. In these 

sentences the word bass is ambiguous. In the first sentence, the sentence is translated into Kazakh 

as a "bass guitar", and in the second as a type of fish "алабұға" [alabuga]. Then the function has 

the form  

 


 


clasesotherin
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cths

__,0

__'_'_''_,1
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In combined technology the maximum entropy model is realized through the construction of 

a semantic cube. 

 

Algorithms of semantic cube 

The algorithm for implementation consists of the following steps: 

Step 1. Create a frequency list of words. 

First, to build a cube, we create a frequency list and a list of ambiguous words. The frequency 

list is a list of the most often met words in the corpus. 

Step 2. Create a list of ambiguous words. 
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After composing the frequency list, it is necessary to find among them ambiguous ones, 

namely, the lexical ambiguity is taken into account, that is, when possible translations of the 

required word belong to one part of the speech (tab. 1). 

 

             Table 1. Example of ambiguous words. 
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Step 3. Prepare bilingual parallel corpus. 

Next, we prepare a bilingual corpus. Each statistic machine translation consist the greater 

number of text array. These arrays named as corpora.  The word "prepare" means that 

"unnecessary" words or stop words are deleted, which have a special effect in calculating 

probabilities, as well as choosing the sense of the word. Such words, for example, articles like the, 

a, an, numbers, punctuation marks, etc. It is also necessary to bring all the words from the context 

to the basics, that is, to the initial form of the word. This completes the preparation of the corpus. 

Step 4. "Training" / "Machine learning" stage. Semantic cube building. 
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The result of applying the maximum entropy model to solving the problem of lexical selection 

is the construction of a "semantic cube". At first the statistical system passes a stage of "training" 

at which statistical data on the translation of separate words and phrases from source language on 

target language are taken. The maximum entropy model is trained on a pre-prepared parallel 

bilingual corpus [8]. On the basis of this stage the cube is formed. The cube represents a three-

dimensional set of tables. The tables contain the senses of ambiguous words, the context, the 

meanings of the probabilities of the senses (translations) of ambiguous words that depend on words 

from the context.  

There two variables can be denote as a linear releationship:  

 

Cftamb iiword :
 

 

Choosing or finding word’s translation basically depends on two main variables - translation 

and context.  

The semantic cube model determines the translation by weight of word’s context in parallel 

corpora.  The model gives information about frequency and probability to determined words and 

his neighbourhood words. The frequency of a translation is determined by the number of 

occurrences of the features, and when the known features are repeated, the number increases to 1. 

The probability of translation calculated by next formula (4): 
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                                                                                                  (4) 

where, ijfv
 is the frequence of a word with a certain translation, 

 

n

i nf1  is total amount  of 

features in corpora for a particular translation. 

The found probability gives the weight of a specific word translation. The model of semantic 

cube chooses the translation from the corresponding set of tables of multivalued words maximizing 

their frequency and probability (formula 5): 
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The advantages of this model it works with parallel corpora.  

Step 5. "Testing" stage. 

Next is the "testing" stage which is made on another separate text, consisted of sentences, in 

which there are ambiguous words. During the translation process, this system calculates the most 

likely translation of the source sentence based on the data obtained during training. By comparing 

probabilities, as a translation for ambiguous word is selected the sense which has higher 

probability. It should be noted that the larger the volume of the corpus, the higher the quality of 

translation. 

There are three outputs of the result for this technology. In the first case, when the system 

recognizes that there is an (lexical) ambiguous word in the sentence, then the word goes into the 

lexical selection module. First, the ambiguity is solved by using the model of product rules. If there 

is a written rule in the file for the required ambiguous word, then the translation for the word is 

selected based on this rule. In the second case, if there is no such rule, then a transition to the next 

stage occurs, where the problem is solved using the maximum entropy model. In this case, the 

translation for the required word will be that sense, which probability is higher. In the third case, 

when the translation cannot be found using the product rules model, or the maximum entropy 

model, as the default translation selects the meaning that is first specified in the bilingual 

dictionary. 

Compared with other works of Berger(1996)[2] and Dell Pietra(1997) [6], our model differs 

in that the whole sentence is used as a context. Sanchez-Martinez and Tyers (2015) [7] use 

monolingual corpora; we use bilingual parallel corpora and a frequency list of ambiguous words 
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with certain senses. Tyers uses a monolingual corpus of the source language and a statistical model 

of the target language. In his model the volume of context for an ambiguous word is four words, 

two on each side. We have the context of all the words included in the sentence, with the 

ambiguous word.  

 In the below figures the results of combined technology are presented (fig. 4):  

 

 

 

 

Figure 4 – The results to word “күн”[kun] with combined technology 

 

At the fig. 4 Kazakh word “күн”[kun] depending of context is translated as “sun”. 

 

 

 

Figure 5 – The translation’s results to word “күн”[kun] with combined technology 

 

At the fig. 5 Kazakh word “күн”[kun] depending of context is translated as “day”. 

 
Figure 6 – The translation results for word “plant” with combined technology 

 

In fig. 6 is given examples for English-Kazakh language pair. The word “plant” is ambiguous 

word can be translated into Kazakh as “зауыт”[zauyt]-“factory” and “өсімдіктер”[osimdikter]-

“herb”. In both situations combined technology model chose right senses, for the first 

“зауыт”[zauyt] and for the second “өсімдіктер”[osimdikter]. 

For realization of the combined technology the rules and parallel corpora are used to 

determine the context. By using corpora for training and testing we distinguish context for 

ambiguous word. To resolving the task of lexical selection we collect and use parallel corpora [8, 

9] taken from different sources such as texts in electronic form from various famous literary 

novels, fairy tales, open Internet resources, news portals. 

We have collected the English-Kazakh parallel corpus of ~30000 sentences, the Kazakh-

Russian parallel corpus of ~26 000 sentences.  

 

Experiments results  

In experiment for determining the translation were estimated in modes of checking productive 

rules, maximum entropy model and proposed combined technology in two direction of translation: 

Kazakh-English and Kazakh-Russian.   Results are given in tab. 2. 

 

       Table 2. Results of experiments on corpora  
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3 
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By the results we can see that the proposed combined technology works better.  

 

Conclusion and future work 

In this paper was performed a combined technology uniting the model of productive rules and 

maximum entropy model for solving the problem of lexical selection for English-Kazakh and 

Kazakh-English language pairs. Also parallel bilingual English-Kazakh corpus has been 

developed with ~30000 sentences, Kazakh-Russian corpus has been developed with ~26 000 

sentences. Experiments of checking productive rules, maximum entropy model and proposed 

combined technology in two direction of translation: Kazakh-English and Russian-Kazakh shows 

better results of proposed combined technology of lexical selection.  

In future work we plan to increase the volume of parallel corpora for receiving more exactly 

results in solving of lexical selection. 
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Abstract. Due to the massive use of electronic media the amount of unstructured text is increasing 

tremendously day by day. Many of researchers in machine learning work with that data in order to extract 

relevant and succinct information for such application areas like biomedical natural language processing, 

maintaining clinical inventories, providing speech aid to challenged children and machine translation where 

one convert semantic features of one language to another language. NLP technologies help us to improve 

our communication, achieve our goals and get results from every interaction. They also help us to overcome 

personal obstacles and psychological problems. By studying NLP methods correctly, we can achieve our 

goals in a very satisfactory way and overcome the obstacles we face. This paper covers three scientific 

papers and aims to provide their approach, main idea, techniques and usefulness. Article can be extremely 

helpful in academics, researches in natural language processing and also to novice specialists. 

Keywords: unstructured text, machine learning, natural language processing, feature extraction, 

information extraction. 

 

Introduction 

A large number of unstructured electronic texts are available online, including news feeds, 

blogs, email messages, government documents, discussion journals, etc., which can be used to 

create a variety of content. Natural Language Processing (NLP) is a sub-section of computer 

science and AI that deals with how computers analyze natural (human) languages. NLP allows the 

application of machine learning algorithms for text and speech. For example, we can use NLP to 

create systems such as speech recognition, document summarization, machine translation, spam 

detection, named entity recognition, question answering, autocomputer, predictive text input, etc. 

The ultimate goal of NLP is to help computers understand language like we do. It is the driving 

force behind things like virtual assistants, speech recognition, emotion analysis, automatic text 

summary, machine translation and much more. Natural language processing (NLP) is the 

intersection of computing, linguistics and machine learning. The field focuses on communication 

between computers and humans in natural language, and NLP is about making computers 

understand and generate human language [1,2]. 

Information extraction means the automatic extraction of structured information such as 

entities, relationships between entities, and attributes that describe entities from unstructured 

sources. Information extraction (IE) is the task of automatically retrieving structured information 

from unstructured and/or semi-structured machine-readable documents. In most cases, this activity 

is related to the processing of human language text using the Natural Language Processing (NLP) 

method [3,4,5].  

In addition, extracting the semantic relationships between objects in natural language text is 

a crucial step in understanding natural language applications that recognize the relationships 

between objects in unstructured text. In this paper, we will review three scientific papers dealing 

with important tasks in the field of natural language processing [5,6,7].  

In this paper, three scientific works are covered: A Detailed Analysis of Core NLP for 

Information Extraction by Simran Kaur et al., Large Scaled Relation Extraction with 

Reinforcement Learning by Shizhu He et al, Attention-Based Convolutional Neural Network for 

Semantic Relation Extraction by Yatian Shen et al. 

 

Methodology 

In the first article, Simran Kaur and Rashmi Agrawal provided a detailed analysis of the 
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Stanford Core GNP which provides a range of natural language analysis tools and also examined 

a wide variety of techniques involved in information extraction and the problems they solve. 

Information extraction refers to the automatic extraction of structured information such as entities, 

relationships between entities, and attributes describing entities from unstructured sources. For 

information extraction, the bootstrapping approach is mainly used. It extracts a large amount of 

information from unrated seeds and data from texts or other word corpora. Bootstrapping is an 

extremely powerful approach that extracts good patterns from unstructured language. However, 

its weak point is its tendency to decrease accuracy over time, since initially there was no tagging. 

For this algorithm as well, the choice of seeds is crucial for success. In this paper, three approaches 

to bootstrapping algorithms such as Nomen, Basilisk and Snowball were discussed [8,9]. 

The first approach essentially consists in checking whether two different algorithms have the 

same result on the problem or not, which is used to solve the problem of generalized name learning 

in a biomedical context. Second, the Basilisk algorithm was originally designed to extract semantic 

lexicons automatically or semi-automatically, including information extraction, answering 

questions and adding prepositional sentences. Thirdly, in Snowball, he works on the idea of the 

duality of pattern relations, according to which a good pattern will have good tuples present in it 

and vice versa by following an alternative approach.  

Bootstrapping systems are better suited to natural language processing tasks because of their 

ability to learn and navigate the syntactically rich, unstructured and extremely complex nature of 

unstructured natural languages [10]. 

 

 
 

Figure 1 – Standford CoreNLP interface 

 

For basic GNP cases, the Stanford Core GNP tool is excellent because it provides the basic 

forms of words, their parts of speech, indicates which names refer to the same entities, indicates 

feeling, extracts special or open class relationships between entity mentions, etc. fig. 1 shows 

Standford CoreNLP interface. A tool can be run with only two lines of code and can be used for 

pos tagging, recognizing names, numeric and temporal entities, generating lemmas and 

relationships between entities using relationship annotators [11]. 

In the next one, the purpose of sentence relation extraction is to extract facts relevant to the 

case from the verdicts. In order to extract a largely scalar relationship, the authors used the existing 

knowledge base to heuristically line up with the texts. In their research using remotely controlled 
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data, they encountered a problem: sentences in a remotely controlled dataset are not marked 

directly and not all sentences mentioning a pair of entities may represent a relationship between 

them. To solve this problem, they proposed a new model with enhanced learning. Model is trying 

to extract relations from every single sentence while the DSRE models aim at extracting relation 

of an entity pair from all sentences that mention these two entities (the bag). They dealt with two 

types of experiments on a publicly published dataset. As a result, the method significantly 

exceeded the comparative baseline, leading to a 13.36% improvement [12, 13, 14, 15]. 

As an example of report extraction, the authors presented several suggestions and their report. 

They supplemented the expected reports with sentences to predict the scholarship report, which, 

compared to the Golden Scholarship report, was used to determine long-term compensation, and 

then used it to train the report writer. In our model, we need to integrate the expected sentencing 

reports into the sack report so that we can compare them with the gold sack report to determine the 

long-term compensation. They followed the last-minute hypothesis to predict the bag report.  

In Shizhu He, Kang Liu, Kang Liu, Jun Zhao, Xiangrong Zeng' novel model, first extracted the 

report of each sentence independently, then predicted the scholarship report based on the extracted 

reports and compared it with the gold scholarship report. Finally, they used the result of the 

comparison to guide the formation of the report extractor. For the report extractor they used the 

PCNN to represent the sentences because it is easier to implement and more efficient for the 

calculation. The process is: in the raw sentence input, first it is divided into tokens. Then, each token 

splits into dense vectors, which will be used as input for convolutional neural networks. Finally, a 

multi-layer perceptron with softmax is applied to produce the probability of each relation. To reduce 

the variance and make the training faster and more stable they used Williams' simple algorithm that 

follows the statistical gradient. In other words, or a batch of data with N bags, the baseline is 

calculated as the average of all the advantages in batch. While conducting the experiment they noted 

that the bag prediction relies heavily on the relationship extractor, therefore, the results of the 

evaluation in a remote supervised relationship extraction task can demonstrate the effectiveness of 

the model [16, 17].  

 

 
 

Figure 2 – The accuracy of relation extractor based on CNN, PE and PE+REINF 

 

In fig. 2 one can see, that there is no doubt that their model leans a better relation extractor. 

As a result, the model achieved an improvement of 19.71% and 13.36% compared to CNN and 

PE. The improvement was achieved by PE to PE+REINF, which shows that applying 

reinforcement learning and using remote supervision to guide training can lead to better results. 

In the last paper, Yatian Shen, Xuanjing Huang propose a new convolutional neural network 

model based on attention that makes full use of word embedding, language part tag embedding 
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and position information embedding. Their word-level attention mechanism is better able to 

determine which parts of the sentence are more influential than the two entities of interest. The 

architecture makes it possible to learn some important features from task-specific tagged data, 

while renouncing the need for external knowledge such as explicit dependency structures. The 

experiments covered the reference data set of SemEval-2010 Task 8, which showed that the new 

model performs better than several state-of-the-art neural network models [18, 19, 20]. 

The authors had a hypothesis if the relevance of words with respect to the target entities is 

effectively captured, if critical words that determine semantic information can be found. Therefore, 

they proposed to introduce the mechanism of attention in a neural convolution network (CNN) to 

extract the words important for the meaning of the sentence and aggregate the representation of 

those informative words to form a sentence vector. Their process is as follows: given a set of x1, 

x2, ...xn sentences and two corresponding entities, the model measures the probability of each r 

relation. In their architecture the extraction of the characteristics is the main component, which is 

composed of the convolution of the sentences and the selection of the context based on attention. 

After the feature extraction two types of vectors are generated - the vector of the sentence 

convolution and the attention-based context vector - for the classification of semantic relations. To 

obtain the conditional probability they applied a softmax operation on all relation types [21, 22]. 

 

                 Table 1. Score obtained for various sets of features on the test set. 

Feature Sets F1, % 

WF 74.5 

+pF 80.7 

+POSF 82.6 

+WA 84.3 

+WA+(Lexical Feature) 85.9 

 

Authors performed ablation tests on the four sets of features in tab. 1 to determine which 

type of features contributed the most. From the results one can observe that their learned position 

embedding features are effective for relation classification. The F1-score is improved remarkably 

when position embedding features are added. To evaluate the effectiveness of automatically 

learned features, authors have choosen six approaches as competitors to their method. All models 

have adopted the word embedding as a representation, except for SVM. Their network model 

mainly contains four sets of functions: Word Embedding (WF), Position Embeddings (pF), Part-

of-speech tag Embeddings (POSF) and Word Attention (WA). Investments in POS increased F1 

by 1.9%, the system achieved an improvement of about 2.3% with the addition of Word 

Attention. When all the features were combined, they achieved the best result of 85.9%. The 

bottom portion of the table shows the best combination of all the features.  

 

Conclusion 

In conclusion, there is no doubt that natural language processing is an area that covers various 

issues such as speech recognition, natural language understanding and natural language 

generation. NLP technologies help us to improve our communication, achieve our goals and get 

results from every interaction. They also help us to overcome personal obstacles and psychological 

problems. By studying NLP methods correctly, we can achieve our goals in a very satisfactory 

way and overcome the obstacles we face.  

In the first article, the result generated by bootstrapping algorithm are tokens and enhanced 

relations between them using Basilisk algorithm which provides gold summary which has high 

confidence and accuracy in order to improve the results of tagged patterns which would further 

help in other application areas like biomedical natural language processing, maintaining clinical 

inventories, providing speech aid to challenged children and machine translation where we convert 

semantic features of one language to another language.  

In the second scientific work, authors’ novel method with reinforcement learning results that 

model outperforms comparative baselines significantly. There are many directions of future work. 
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Most neural models in relation extraction task are based on convolution neural network and utilize 

position embeddings as the feature.  

In the last paper, authors’ an attention-based convolutional neural network architecture for 

semantic relation extraction model made full use of word embedding, part-of-speech tag 

embedding and position embedding information. Meanwhile, their word level attention 

mechanism is able to better determine which parts of the sentence are most influential with respect 

to the two entities of interest. 
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Abstract. Various approaches of multiplying multi-bit numbers modulo are considered. The 

algorithm of multiplication of numbers is presented, where the process of multiplication modulo is divided 

into steps and at each step the operation of multiplication is combined with the operation of reducing 

numbers modulo forms a partial remainder. The circuit solutions for pipeline multiplication of numbers 

modulo with the analysis of the least significant bits of the multiplier are considered. The proposed modular 

multiplier does not require preliminary calculations and the calculation results do not go beyond the bit grid 

of the module. To evaluate the effectiveness, the ratios are used, by which the timing parameters of the 

multipliers are determined without a pipeline and using a pipeline. Algorithmic validation and verification 

of the pipeline modular multiplier was carried out on a Nexys 4 board based on the FPGA Artix-7 from 

Xilinx. Verilog HDL is used to describe the circuit of the pipeline multiplier. The results of a timing 

simulation of the device are presented in the form of time diagrams, confirming the correct operation of the 

device. 

Keywords: public key cryptosystem, hardware encryption, modular multiplication, remainder 

former, pipelined multiplier. 

 

Introduction 
 In asymmetric cryptosystems, the encryption and decryption of data is carried out by 

exponentiation the numbers a  to the power x  modulo P ( Pa x mod ), which can be implemented 

in software, hardware-software and hardware [1, 2]. Hardware encryption has a number of 

significant advantages over software, which has a higher speed and guarantees its integrity [3]. At 

the same time, the generation and storage of keys, as well as encryption, are carried out in the 

encoder board itself, and not from a portion of the computer’s RAM, it provides security for the 

implementation of the algorithm itself. Thus, the implementation of the algorithm is protected, 

which is also an important advantage. Therefore, the development of high-speed operating units 

of hardware cryptoprocessors for asymmetric encryption, despite their high cost, is an urgent task. 

 

Modular multiplication approaches  

The multiplication of numbers modulo can be done in two ways. In the first method, the 

operation is divided into two stages. At the first stage, n-bit numbers A  and B  are multiplied and 

a 2n-bit number C is formed. At the second stage, the product BAC *  is reducing modulo P . 

Nowadays, much experience has been gained in the development of high-speed integer 

multipliers and a squaring device. These include Braun and Wallace multipliers, Dadd multipliers, 

systolic and Vedic multipliers and quadrants, where the computational complexity is  2nO  bit 

operations. But these multipliers are very effective in computing "low-bit" numbers, which are 

widely used in the construction of operating units of computers of various classes [4]. 
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In cryptography for multiplying multidigit numbers, which make it possible to calculate the 

required product faster than in  2nO  steps (bitwise operations), the Karatsuba method [5] is 

widely used, the complexity of which is  3log 2nO , Toom-Cook algorithm [6] with complexity of 

order  n
nO 2log2

2   bit operations. Besides the Schönhage-Strassen algorithm [7] allows you to 

multiply two n-bit numbers in   nnnO loglog  bit operations. 

The modular reduction operation, which is performed in the second stage, is to obtain the 

remainder of dividing the product BAC *  by the module P . In [8], various modular reduction 

methods were analyzed. It is shown that the most effective construction tool is a modular reduction 

device based on a dividing device. The composition of such a dividing device includes a shaper of 

partial remainders. High-performance matrix and pipeline units for modulating numbers of 

numbers are easily implemented on the basis of shapers of partial remainders [9, 10, 11, 12, 13]. 

In the second method, by using the algorithms of Barrett or Montgomery [14, 15, 16] accelerates 

the process of multiplying large numbers modulo. However, these algorithms require preliminary 

constant calculations related to the need to use the algorithm for dividing large numbers. Barrett's 

algorithm requires precomputation constant 

 


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






N

d m2



, 

 

where 
kd 2 , k  is word size in bits, m  is number of words in module N . 

The Montgomery algorithm requires precomputing the constant “  Nr mod2

”, using division 

with remainder. 

In the third method, the process of multiplying numbers modulo is performed in many steps, 

where at each step the multiplication operation is combined with the operation of casting numbers 

modulo, forming partial remainders. The number of steps is determined by the bit depth of the 

multiplier. 

Multipliers of numbers modulo sequential actions with the analysis of the least significant and 

highest bits of the multipliers are considered in [17, 18]. Matrix multipliers of numbers modulo 

were considered in [19, 20]. 

The main disadvantages of these multipliers are their low speed. 

In this paper we consider pipelined device for modular multiplication with analysis of low-

order bits, which is an architectural technique for increasing productivity for multiplying of 

numbers modulo. 

 

Pipeline modular multiplier 

With pipeline multiplication of numbers, the entire process of multiplying numbers modulo 

breaks down into a sequence of completed stages. Each of the stages of the multiplication 

procedure is performed by the logic gate blocks of its stage, and these logic gate blocks work in 

parallel. 

The results obtained at the i-th stage are transferred to the (i+1)-th stage for further processing. 

Information is transferred from one stage to another through a buffer memory, which is located 

between them. 

The synchronization of the pipeline is provided by clock pulses, the period of which is 

determined by the slowest stage of the pipeline and the delay in the buffer memory element. 

For simplicity of explanation, we consider the operation of the pipeline using the example of a 

4-stage pipeline. The number of pipeline steps is determined by the bit depth of the multiplier. Its 

structure is shown in fig. 1. The composition of the pipeline is the register РгА, РгВ and РгР, 

where, before the start of multiplication, the multiplier A and factor B and module Р are 
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respectively taken. 

Each pipeline stage consists of blocks of logic circuits and buffer registers. The number of 

pipeline steps is determined by the bit depth of the multiplier. 

The logic gate blocks of the 1-st stage of the pipeline include the block of the And1 circuit 

and the former of the partial residuals of the PRF.1. Buffer registers of the 1-st stage of the pipeline 

are RegВ.1, Regr.1, RegR.0, RegР.1. 

The logic gate blocks of the 2-nd stage include the block of logic gate circuits And2, PRF.2 

and the adder modulo Р AddMР.1 registers RegВ.2, Regr.2, Regr.1 RegР.2 are buffer registers of 

the 2-nd stage pipeline. 

The block of logic gate And3. PRF.3 and AddMР.2 comprise logic gate blocks of the 3-rd 

stage pipeline. The registers RegВ.3, Regr.3, Regr.2 RegР.3 are buffer registers of the 3-rd stage. 

The logic gate blocks of the 4-th stage include the block of logic circuits And4, AddMP.3, 

the buffer register of the 4-th stage is the register R. 

When transferring bits, the multiplier B from the buffer register of the i-th stage of RegВ.i+1 

to the register (i+1)-th stage of RegB.i+1 only those bits that have not yet entered the operation 

are transmitted. 

When each clock pulse is applied, the corresponding modules P are moved from the buffer 

register of the i-th stage RegР.i to the buffer register of the i+1-th stage. 

After the supply of the first clock pulse CP1 along its leading edge, the contents of the input 

registers that make up the first three numbers A1, B1, P1 are transferred to the buffer registers of 

the first stage. In this case, the logical operation A1 & b3 is performed in the block of circuits 

And.1 and, with b3 = 1, the remainder R0 = A1 is formed at the outputs of the block of circuits 

And1, which is received in the RegR.0 buffer register. 

At the same time, the partial remainder r1 is formed at the outputs of the PRF.1 by 

performing the operations 12mod2 1111  PAPAr . For this, the multiplier 1A  shifted by one 

bit to the left is fed to the first input of the PRF.1, and the inverse code of the 1P  module and 

signal +1 are fed to the PRF.1 other inputs. The value of 1r  is received in the buffer register Regr.1 

of the first stage of the pipeline. 

At the same time, the contents of RegВ without bit b0 are transferred to the buffer register 

RegВ.1, and the contents of RegР are transferred to the buffer register RegР.1 of the first stage. 

On the trailing edge of the pulse CP1 input registers take the second three numbers 2A , 2B , 

.2P  
After the second clock pulse CP2 has been applied, the contents of the input registers RegА, 

RegВ and RegР, 2A , 2B , 2P  are transferred to the buffer registers of the first stage and during the 

transfer of the block of circuits And1, the operation 02 &bA
 is performed and at 

10 b
, the 

remainder 20 AR 
. 0R

 is formed at the outputs of the circuit And1. 0R
 is received in the RegR.0 

buffer register of the first stage. In addition, a partial remainder 12mod2 22221  PAPAr  is 

formed in PRF.1, which is stored in the Regr.1 buffer register. 

At the same time, the CP2 pulse transfers the contents of the first stage buffer registers to 

the second stage buffer register. In this case, in the block of circuits And2 and the adder modulo 

P , an operation is performed to calculate the intermediate remainder 1R  according to the formula 

 

   20111 mod& PRbrR 
 

 

which is fixed in the buffer register of the second stage Regr.1. 

At the same time, the former of the second stage of PRF.2 forms a partial remainder r2, 

which is fixed in the Regr.2 buffer register. 

On the trailing edge of the clock signal CP2, also in the input registers RegА, RegВ and 
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RegР the values of the numbers of the third three А3, В3, Р3 are received. 

After the arrival of the third clock pulse CP3, the contents of the input registers (A3, B3, P3) 

are transferred to the buffer registers of the first stage, and the contents of the second stage are 

transferred to the buffer register of the third stage. 

 
 

Figure 1 – 4-stage pipelined device for multiplying numbers modulo, where the 

multiplication begins with the analysis of the least significant bits of the multiplier 

 

In this case, in the first stage the value of the intermediate residue 030 & bAR 
 is formed, 

which is fixed in the RegR.0 buffer register and the PRF.1 former computes 
12 331  PAr

, 

which is stored in the Regr.1 buffer register. 

In the second stage R1, the adder modulo P AddMP.1 calculates where the operation 
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   20111 mod& PRbrR 
 is performed, which is stored in the buffer register Regr.1 of the second 

stage of the pipeline. In addition, the value 12 212  Prr , which is stored in the Regr.2 buffer 

register of the second stage of the pipeline, is calculated by the PRF.2. 

Under the action of CP3 in the third stage of the pipeline, the value of the partial remainder 

r3 is calculated by the PRF.3 shaper, where the operation 
12 123  Prr

 is performed, which is 

received in the buffer register Regr.3 of the third stage of the pipeline. In addition, an intermediate 

remainder    11222 mod& PRbrR   is formed by the adder AddMP.2, which is stored in the 

buffer register of the third stage Regr.2. 

On the trailing edge of CP3, the input registers take the fourth three-number sets A4, B4, P4. 

After the fourth CP4 clock pulse is fed into the pipeline, the contents of the input registers 

(A4, B4, P4) are transferred to the buffer register of the first stage, and the contents of the buffer 

registers of the first stage are transferred to the buffer registers of the second stage, the contents of 

the second stage are transferred to the register of the third stage, and the contents of the third step 

are transferred to the buffer register of the fourth step. 

With a clock pulse CP4 in the first stage of the pipeline, the logic gate block And1 calculates 

the partial remainder R0 by logically multiplying A4 with b0. The value of R0 of outputs And1 is 

recorded in the buffer register RegR.0 of the first stage, at the same time the partial remainder 

441 mod2 PAr  , which is written in the buffer register Regr.1, is calculated by the PRF.1 shaper. 

By the fourth clock pulse the PRF.2 shaper calculates the value of the partial remainder 

12 312  Prr , which is received in the Regr.2 buffer register. The third clock pulse is also 

calculated by the adder AddMP.1 intermediate remainder 
   30211 mod& PRbrR 

, which is 

formed in the buffer register Regr.1 of the second stage of the pipeline. 

The fourth clock pulse in the third stage of the pipeline by the PRF.3 former calculates the 

value of the partial remainder 
12 223  Prr

, which is received in the Regr.3 buffer register. The 

intermediate remainder is also calculated by the adder AddMP.2    21222 mod& PRbrR  , 

which is written to the Regr.2 buffer register. 

At the same time, a fourth remainder in the fourth stage of the pipeline generates a partial 

remainder by the And4 circuits and the adder AddMP.3 calculates the value 

   12333 mod& PRbrR 
, which is recorded in the Regr.3 buffer register, which is the result of 

multiplying the number A1 by B1 modulo P1, those.   111 mod& PBAR  . 

After feeding the inputs of the pipeline CP5, CP6, etc. at the outputs of Regr.3 we get the 

results of multiplication   222 mod& PBA , 
  333 mod& PBA

, etc. 

  
 

Figure 2 – The structure of the 

PRF 

Figure 3 – The structure of the 

adder modulo P (AddМР) 
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Fig. 2 shows the functional diagram of the remainder former (PRF), which consists of a binary 

adder (Add) multiplexer (MS). The multiplexer, in turn, consists of an And1, And2 and OR circuit. 

The adder has an output P, which captures the transfer from the sign discharge and the sign output 

 SignSn  . If T  (transfer) = 1, then Sn = 0 and vice versa. The value of the previous remainder is 

fed to the left inputs of the adder with a shift of it by one bit in the direction of the highest bit (2ri-

1). The right inputs of the Add adder are supplied with bits of the inverse code of the P  module. 

To transfer P  to an additional code, the level +1 is applied to the low order of the adder. 

When 
Pri 12

, then the result of addition at the outputs of the adder by transferring T = 1 

is output. When 
Pri 12

, then the value 2ri-1 is given to the output of the circuit with the signal 

Sn = 1. 

In the first way 
12 1   Prr ii , and in the second way 12  ii rr

. 

The structure of the adder modulo P (AddMP) is shown in fig. 3, which consists of the adder 

Add1, where ir  and 1iR
 are summed and this sum 

 ii rR 1  is modulo P given by the PRF 

scheme. 

 

Efficiency of pipelined multipliers 

To evaluate the effectiveness, it is necessary to determine the ratios by which the time 

parameters of the multipliers are determined without a pipeline and using a pipeline [4]. 

The multiplication time of numbers without a pipeline is determined by the formula kNKT
, 

where K is the number of three-number sets to be processed, N is the number of pipeline steps, kT
 

is the duration of the clock period, which is determined by the ratio Тk = TAddMP + TBReg, where 

TAddMP is the summation time by module, TBReg is time of writing the result of processing to 

the buffer registers. 

The execution time of operations on the K input streams of numbers (three-number sets) on 

the N steps of the pipeline with a clock period Tk can be determined by the relation. 

 

   KNK TKNT 1
. 

 

This formula reflects that before the output of the pipeline output of the calculation of the 

first three polynomials, K cycles must pass, and subsequent results will follow in each cycle. 

Then the acceleration of computing S due to pipelining can be described by the formula 

 

    
.

11 





KN

NK

TKN

NKT
S

k

k

 
 

At K  the acceleration tends to a value equal to the number of steps K in the pipeline. The 

gain in time C can be calculated using the formula: 

 

   kTKNNKC 1
. 

 

Consider an example of the execution of multiplication operations modulo on a four-stage 

pipeline of four three-number sets: 

A1 = 14, B1 = 13, P1 = 15; A2 = 11, B2 = 9, P2 = 15;  

A3 = 10, B3 = 11, P3 = 15; A4 = 4, B4 = 7, P4 = 15.  

The calculation results in each step on the pipeline steps for all four three-number sets are shown 
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in table 2. 

In this table, Rij are the numbers of intermediate remainders i (i = 0 ÷ 3) and three-number sets 

j, where  j = 1 ÷ 4. 

 

  Table 1. The calculation results 

Three

-

numb

er 

sets 

and 

clock 

pulse

s / 

Stage

s 

A

1 

= 

14

, 

B1 

= 

13

, 

P1 

= 

15 

A

2 

= 

11

, 

B2 

= 

9, 

P2 

= 

15 

A

3 

= 

10

, 

B3 

= 

11

, 

P3 

= 

15 

A

4 

= 

4, 

B4 

= 

7, 

P4 

= 

15 

 

– 

 

– 

 

– 

C

P1 

C

P2 

C

P3 

C

P4 

CP5 CP6 CP7 

      I R0

1 

= 

14 

R0

2 

= 

11 

R0

3 

= 

10 

R0

4 

= 

4 

– – – 

II  R1

1 

= 

14 

R1

2 

= 

11 

R1

3 

= 

0 

R14 

= 12 

– – 

III   R2

1 

= 

10 

R2

2 

= 

11 

R23 

= 0 

R24 

= 13 

– 

IV    R3

1 

= 

2 

R32 

= 9 

R33 

= 5 

R34 

= 13 

 

Check:       R31 = (A1 * B1) mod P1 = (14 * 13) mod 15 = (182) mod 15 = 2; 

R32 = (A2 * B2) mod P2 = (11 * 9) mod 15 = (99) mod 15 = 9; 

R33 = (A3 * B3) mod P3 = (10 * 11) mod 15 = (110) mod 15 = 5; 

R34 = (A4 * B4) mod P4 = (4 * 7) mod 15 = (28) mod 15 = 13. 

 

For our pipeline: 
   KkNK TTKNT 71 

. 

Multiplication time without pipeline: KK TNKT 16 . 

The time gain is:      KK TTKNNKC 91  . 

 

Fig. 4 shows the timing diagram and the results of modulo multiplication for the above four 

three-number sets on a four-stage pipeline. Verilog language was used to describe the circuit of the 

pipeline multiplier. 

Artix-7 from Xilinx companies was chosen as the FPGA board. 

As can be seen from fig. 4, the first three numbers A1, B1, P1 are fed to the inputs of the i-th 

stage of the pipeline after the first clock pulse. In this case the intermediate balance R01 = 14 of the 
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first three numbers is calculated. 

 

 
 

Figure 4 - Timing diagram of the pipeline circuit 

 

During the action of the second clock pulse, the values of the second three-number sets A2, 

B2, P2 are received at the pipeline input and the intermediate remainder R02 = 11 is calculated, 

and at the second stage of the pipeline, the intermediate remainder R11 = 14 from the first three 

numbers is calculated. Similarly, after the third clock pulse is fed to the pipeline input, the value 

of the third three of numbers A3, B3, P3 is received and an intermediate balance R03 = 10 is 

formed, and in the second and third stages, R12 = 11, R21 = 10 are formed, respectively. 

After applying the fourth clock pulse to the inputs of the first stage of the pipeline, a triple 

of numbers A4, B4, P4 are received and the intermediate remainder R04= 4 is calculated on the 

first stage of the pipeline. And on the remaining steps, intermediate residues R13 = 0, R22 = 11 

and R31 = 2 are formed. This R31 = 2 is the result of multiplying numbers modulo (A1 * B1) mod 

P1. 

After applying the fifth clock pulse to the II, III, IV stages of the pipeline, R14 = 12, R23 = 

0 and R32 = 9 are calculated respectively. R32 = 9 is the result of multiplying the numbers modulo 

(A2 * B2) mod P2. 

After applying the sixth clock pulse to the III and IV stages of the pipeline, the corresponding 

residues R24 = 13 and R33 = 5 are calculated. R33 = 5 is the result of multiplying the numbers 

modulo (A3 * B3) mod P3. 

After applying the seventh clock pulse to the IV stage of the pipeline, the remainder R34 = 

13 is calculated, which is the result of multiplying the numbers modulo (A4 * B4) mod P4. 

 

Conclusion 

In the proposed pipeline modular multiplier, preliminary calculations are not required. At 

each stage of the formation of the intermediate remainder, the operations of multiplication and 

reduction are combined. All calculations do not go beyond the module bit grid. 
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